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ABSTRACT 

Missing data present a challenge to health researchers in particular as incomplete data violate the 

complete-case assumption. A study about modeling Adolescents Psychosocial Functioning (APF) in 

Ekiti State presents such occurrence. Improper approaches to these missing data such as I istwise 

deletion and mean imputation can lead to biased statistical inference using complete case analysis. 

This study presents the multiple imputation (Ml) method, a technique based on Bayesian inference, 

and Fully Conditional Specification approach to imputing the missing values in the APF dataset. 

A secondary dataset consisting of a random sample of 490 students from secondary schools in Ikere

Ekiti Local Government Area of Ekiti State participated in a study that seeks to know the effect of 

psycl1osocial well-being on depression using a con1bination of Rosenberg Self-Esteem Scale (RSES), 

Strength and Difficulty Questionnaire, and Center for Epidemiology Studies Depression Scale. 

Missing items on RSES ra11ges from 16 (3.3%) to 25 (5.1 %). Hence, RSES was i1nputed t1si11g 

STATA mi command. 

Pattern of missingness found in the dataset was arbitrary. Also, the data provided sufficient evidence 

against the MCAR assumption. Indeed, on the basis of their religion, students who were satisfied with 

theinselves (item RI of RSES) significa11tly differ from those without responses ( X
2 
=5 .836, p < 

0.05). Furthertnore, a multiple logistic regressio11 model esti1nation sl1owed that tl1e effects of religion 

(P = l .549, p < 0.05) and father's education (P= 1.672, p < 0.05) on probability of nonresponse to R l 

are significant. A linear regression model of self-estee1n scores on the socio-demographic variables 

revealed more precise estimates when nonresponse is accounted for. For example, SSS I students had 

significantly higher self-esteem score before imputation (� = 6.930, s.e. = 1.217, p < 0.01) and after 

imputation (P= 6.671, s.e. = 1.138, p < 0.001) than the SSS 2 students with a relative redt1ction in 

standard error (s.e.) of about 6%. Also, effects that were not significant prior to imputation became 

significant after imputation. 

Consequently, MI is a missing data technique that allows for valid statistical inference \Vith complete 

case statistical analysis. Therefore, health researchers shot1ld consider condt1cting proper missing 

value analysis so as to achieve substantial inference. 

Keywords: Multiple Imputation, Fully Co11ditional Specification, Mt1lt1variatc Normal Irnputat,on 

Number of words: 353 
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1.1 Background 

CHAPTER ONE 

INTRODUCTION 

The tl1eory of most classical statistical analyses of datasets employed i11 most researches, 

particularly in health-related inquiries, is built on an assumption that tl1e datasets used 

provide valid values on all variables in consideratio11 so that tl1e intention of such analysis, 

making valid infere11ces regarding a population of interest, is attainable. However, a frequent 

occurrence in practice is the problem of missing values or nonresponse, a situation wl1ere 

valid values are not available on one or more variables. Indeed, rarely does a researcher avoid 

so1ne form of missing data problem (Rt1bin, 1987; Allison, 2012). 

Tl1e problem of 1nissing data is often pronounced i11 studies tl1at make use of self-report 

instruments such as Rosenberg Self Esteem Scale (RSES). In a study among 1931 surgical 

patients, Shrive et al (2006) measured level of depression using Zung Self-rated Depressio11 

Scale (SDS). Among tl1ese patients, 3 51 failed to respond to all of the questions. Tl1e 

challenge therefore is to address, tl1e issues raised by missing data, especially tl1ose tl1at affect 

tl1e ge11eralizability of infere11ces arisi11g from the a11alysis. 

Several approacl1es to missing valt1es exist in practice. Some simply throw away data. For 

example in regression analysis complete-case analysis excludes all cases with missing 

outcome or response. Two problems arise in connection witl1 tl1is practice: Tl1e rest1lts of a 

statistical analysis may be bias due to the systematic differe11ce tl1at exists benveen cases with 

missing value and the co1npletely observed cases. Also, if 1nany variables are i11clt1ded in a

rnodel and for the sake of a simple analysis a large nu111ber of incon1plete cases are discarded 

then tJ1ere may be insufficient nt1mber of cornplete cases. 
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Furthermore, one or more variables with sufficiently large amount of missing data may be 

dropped from the analysis. A potential problem associated wit11 this practice is dropping 

variables that are highly correlated with the response. Another simple approacl1 is to use 

subset of cases with complete information on all variables included in a particular analysis. 

This approach, usually called available-case analysis, is prone to the problem that different 

analysis will be based on different subset of the data so that results are inconsistent over sucl1 

different a11alysis. In addition, as with complete-case analyses, inferences may be bias if 

respondents differ systematically from non-respondents. 

Some techniques do not discard any data: Mean imputation simply replaces each missing data 

witl1 tl1e mean of the fully observed values for that variable, ra11dom imputation draws 

random valties witl1 replacement from the observed component of tl1e variable, iterative 

regression itnputation sequentially replaces missing values in a variable by co11ditioning on 

tl1e fully observed variables in tl1e dataset, 1natchi11g funds for all units witl1 a missing value 

011 a variable, a t1nit witl1 similar values on other variables and replaces the 1nissing 

co1npo11ent of the variable by tl1e corresponding valt1e assu1ned by the match (Gel111a11 a11d 

Hill, 2006). 

Missi11g data tl1at occur in at least two variables present a special cl1allenge. Some of these 

are alleviated by multiple i1npt1tation, a techniqt1e first introdt1ced by Rubin ( 1987), and its 

two paradigms na1nely ft1lly conditional specification (FCS) and mt1ltivariate 11or111al 

imputation (MVNI). This involves "filli11g in" 1nissi11g data witl1 1n > I values rando1nly 

drawn from an imputatio11 model. 

Data arising from psychometric applications often involve variables ,,,ith missing 

components. For example, Crawford et al (2004) investigated personality disorder syn1ptoms 

in a community samp)e of 714 you11g people to assess tl1eir relatio11sl1ip over ti1ne \Vtth ,,,ell

being during adolescence and tl1e e111crge11ce of i11ti1nacy i11 early adt1ltl1ood. Youth ar1d 

parent interviews were conducted at Time 3 (TJ) ( 1985-1986) and Ti111e 4 (14) ( 199 l-19Q3) 
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Approximately 3.9% of the data assessed at T3 and T4 were missing, although missing data 

occurred mostly in cases where parents l1ad not been interviewed. Accordingly, complete 

scores were imputed using multiple regression equations based on the available youth reports 

and youth gender. 

1.2 Problem Statement 

At a point in the analysis stage a researcher is perhaps very often faced witl1 what to do abot1t 

missing data. Improper 1nissing value analysis, such as deleting cases with 1nissing 

observation, 1nay bias result of statistical inference and cause loss of statistical power because 

of relatively large redt1ction in sample size (and hence, loss of inforrnation) particularly if the 

units with missing values differ systematically fro1n the completely observed cases. The 

proble1n may become 1nore acute when the reason for tl1e missing data is directly related to 

tl1e missing value itself, (Gelman and Hill, 2006). This may occttr, for example, wl1e11 the 

1nagnitt1de of the data to be provided influences respondent's attitt1de to giving genuine 

respo11se to the question asked. 

Indeed, some approacl1 to missing valt1e simply rernove variable with rnost missing values. 

Should tl1is be done in the context of a regressio11 a11alysis, or more generally a causal 

inference analysis variables relevant to tl1e model may be excluded fro1n the analysis (Rubin, 

1987). 

In relation to health srudies, when missing data are not properly dealt witl1, data analysis 

samples may not reflect tl1e full population of interest. A study done by Stuart et al. (2009) 

with 9,186 youths participati11g in the United States national evalt1atio11 of the Comn1t1nity 

Mental Healtl1 Services survey, most variables l1ave missi11g values for 30o/o - 70% of tile 

children. A metl1od of missing data analysis that re1noves tl1ese variables or cases ,,,itl1 

m iss1ng data reduces the sample size by a factor of at least tl1ree, rest1lting in a sa1nple that 

may 1101 be represer1tat1ve L111less data is n1iss1ng co111plctely nt rnndo111. 
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1.3 Justification 

Despite the revolution experienced in the last two decades in the methods for handling 

missing data many researchers have eitl1er barely heard of the modem and superior metl1ods 

for handling missing data or tl1ey are not well vast and grounded in the imple1nentations of 

their methodologies. Pe.rhaps because of the several technical difficulties in their 

implementations i11 terms of time and computational effort, so1ne researchers resort to tl1e use 

of rather simpler but 1nore problematic rnethod without checking whether the assumptio11s 

underlying sucl1 practice are valid. 
• 

Most epide1niologists and medical researchers usually interested in drawing cat1sal inferences 

pertaining to risk-factor and disease evaluation are better enhanced with 1nultiple impt1tation 

as a missing data analytic tool. Multiple impt1tation provides a good balance between quality 

of inference and ease of use. Indeed, it has been shown that it produces unbiased and al1nost 

asy1nptotically efficie11t parameter estimates tl1at are robust to departt1res from nortnal ity 

assun1ptions, presence of l1igl1 1nissing data rates or low sample size (Grahatn et al, 1997; 

Gral1am a11d Scl1afer, 1999; Scl1afer and Gral1am, 2002). Hence, tl1is study explores the 

possibility of 1nultiple imputation technique as a solution to the problem of missing data. 

1.4 Objectives of the Study 

Mai11 Objective 

Our 1nain objective in this study is to itnpute and present tl1e multiple i1nputation 1nodels for 

the missing values in tl1e Adolescent Psycl1osocial Fu11ctio11ing (APF) st1rvey usi11g tl1e ft1lly 

conditional specification approach. 
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Specific Objectives 

l . To determine the type and extent of missing value in the Adolescent Psychosocial

Functioning (APF) dataset 

2. To specify and apply the appropriate imputation models for the missing data in tl1e APF

dataset 

3. To iinpute the missing values in the APF dataset, in particular, the Rosenberg Self-

Esteem Scale. 

4. To compare results of linear regression modelling of self-esteem score before and after

imputation. 

1.5 Notation 

Rl On the whole, I am satisfied with myself 

R2 At times I think I atn no good at all 

R3 I feel that I have a number of good qualities. 

R4 I am able to do tl1i11gs as well as 1nost otl1er people 

RS I feel I do r1ot l1ave mt1cl1 to be proud of 

R6 I certainly feel useless at times 

R7 I feel that I'm a person of wortl1, at least on an equal plane with otl1ers 

RS I wish I could l1ave more respect for 1nyself 

R9 All in all, I am i11clined to feel tl1at I a1n a failure 

RIO I take a positive attitt1de toward myself 
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Specific Objectives 

I. To determine the type and extent of missing value in the Adolescent Psychosocial

Functioning (APF) dataset 

2. To specify and apply the appropriate imputation models for the missing data in the APP

dataset 

3. To impute the missing values in the APF dataset, in particular, the Rosenberg Self-

Estee1n Scale. 

4. To compare results of linear regression modelling of self-esteem score before and after

imputation. 

1.5 Notation 

Rl On the whole, I am satisfied with myself 

R2 At times I tl1ink 1 am no good at all 

R3 I feel that I have a number of good qt1alities. 

R4 I am able to do thi11gs as well as most otl1er people 

RS I feel I do not l1ave 1nt1cl1 to be proud of 

R6 I certainly feel useless at times 

R7 1 feel that I'm a person of wortl1, at least on an equal pla11e with others 

R8 I wish I could l1ave more respect for 1nyself 

R9 All in all, I a1n inclined to feel tl1at I a111 a failure 

RIO I take a positive attitude toward myself 
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CHAPTER TWO 

LITERATURE REVIEW 

Consequent upon more recent researches that critically examined the problem of missing 

data, there is considerable amount of literature devoted to tl1is problem whose approaches 

range from the parametric to nonparametric and semiparametric, most of wl1icl1 advocate for 

explori11g reasons for missing data. 

Regardless of tl1e reasons for 1nissing data: attrition, refusal, ignorance, or measurernent 

errors, missing observations still present a problem in all areas of researcl1 (Allison, 200 l ). 

To attend to this problem researcl1ers often make implicit or explicit asst1mptions about tl1e 

missing data process besides confinning that missing data are really missing (Scl1afer a11d 

Graha1n, 2002). The ig11orable missing data process asst1mption simplifies the a11alysis of 

missi11g data since the mechanism causing the missing observations need not be modeled 

explicitly. Two conditions l1ave to be 1net for n1issing data mecl1anis1n to be ignorable: Data 

is missing at ra11dom (MAR) and parameters i11 tl1e tnissing data model are distinct from tl1ose 

in tl1e complete data 1nodel. 

Furthermore, exa1nination of the missing data pattern, a description of whicl1 observations in 

tl1e data are 1nissing, rnay be of interest when dealing with inco1nplete data. A 1nonotone 

1nissing data pattern (MMP) offers 1nore flexibility in the cl1oice of 111issing data 1netl1od tl1an 

an arbitrary missing data pattern (AMP) (Little and Rubi11, 2002). 

TJ1is chapter gives a brief review of literatures on missing data 1nechanis1ns (Section 2.1 )� 

assumption of ignorable missing data mecl1anism (Section 2.2), and missi11g data pattern 

(Section 2.3). Also, an account of several approaches to missing valt1es in general is g1,,en in 

(Section 2.4), in particular, multiple imputation (Sectio11 2.5), its Bayesian approacl1 ( ectio11 

2.6), and its two paradigms - FCS (Section 2.7) and MYNI (Section 2.8) are also disct1sscd 

r inally, we prescr1t tl1e mi co1nmand i11 STA TA (Scctio11 2.9). 
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2.1 Missing Data Mechanism 

Given an n x p data matrix Y = (yij) consisting of p variables (y I, ... , yp) measured on a 

sample of size n that would occur in the absence of missing values, where yij is the value of 

variable yj ; j= I; ... ; p for unit i; i = 1, ... , n: With missing data, define the missing data 

indicator matrix R = (rij ), such that rij = I if yij is missing and rij = 0 if yij is observed. The 

matrix R tl1en defines the missing data pattern. We write Y = (Yobs;Ymis); where Yobs 

denote the observed components or entries of Y ,  and Ymis denote the missing components. 

We denote tl1e jth variable of the observed component Yobs by yobs j and similarly ytnis j 

denote the jth variable of tl1e 1nissing compone11t Yobs. The missing data process models the 

probability that the data at hand is observed as a function of tl1e observed variables in Yobs 

and u11observed variables in Ymis. It is written as a conditional probability density P(Rij =

IIYobs;Ymis) for some i and j. 

We also introduce notations for Bayesian discussion: The joint probability distribution o·f 

Yobs; Y mis and R is denoted by f(Yobs; Y mis; R I rp, ¢) wl1ich is indexed by tl1e ttnknown 

parameters. The likelil1ood and the prior distribution of these parameters are denoted by l( rp, 

¢ jYobs, R) and Jr ( rp, ¢ ), respectively. Missing data processes are classified i11to several 

types in accordance witl1 tl1e diffeerent assumptions concerni11g the relation betwee11 R on tl1e 

011e hand and Yobs; Y mis on the other. In tl1is work we follow Rubin's classificatio11 into 

1nissing at random (MAR), missi11g co1npletely at random (MCAR) and not missing at 

random (NMAR) also called nonignorable (NI). 

2.1.1 Missing Completely at Random 

A variable is missing completely at rando1n (MCAR) if the probability of no11respo11se is tl1e 

same for all units, for example, if each respo11dent tosses a coin a11d refuses to ans,ver if a 

head shows up. In tl1is instance the cases with missi11g data are i11distinguishable from cases 

with complete data. 
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More formally, the observed values of Y are truly a random sample of a)I Y valt1es with no 

underlying process that lends bias to the observed data. MCAR is a special stricter case of 

MAR. It occurs when the distribution of missingness does not depend on Ymis and Yobs: 

P(Rij = I I Yobs;Ymis) = P(Rij = 1) = r 

where r is the proportion of responses estimated by r = nobs-n. The assumption of MCAR is 

rather strong, yet reasonable under certain condition as wl1en data are missing by tl1e study 

design, that is when the missi11g data are not intended to be collected in the firrst place. In 

tl1ese instances, specific remedies for missing data are not needed because the allowa11ce for 

1nissing data are inl1erent in the design used (Little and Rubin, 2002; Scl1afer, 1997). Tl1e 

1nissing data are so1neti1nes referred to as ignorable tnissing data. 

2.1.2 Missing at Random 

Most nonresponses are not MCAR and can be noticed from the dataset. For exan1ple, the 

different nonresponse rates for students whose parents are educated and tl1ose wl1ose parents 

are not educated indicate that the questions on self-esteem among adolesce11ts is not 1nissing 

completely at rando1n. A variable is 1nissing at random (MAR) if the probability of 

1nissingness depends only on available information. 

Formally, Rubin (1976) defi11ed missing data to be missing at random if tl1e distribution of 

1nissingness does not depend on Ymis. 

P(Rij = 1 I Yobs, Ytnis) = P(Rij = I !Yobs) 

for some i and j. In other words, the observed values represent a randotn sample of the actual 

Ymis values for each value of Yobs, but tl1e observed data for Y111is do not necessaril) 

represent a truly ra11dom sam pie from al I Y 1n is val tics. It l1as a drawback tl1at val ties are 11ot 

general 1zable to popu lat1on eve11 thot1gl1 1n iss ing datn process is ra11do111 in tl1e sa111ple. 
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It is seldom possible to test whether the assumption of MAR is met except by obtaining the 

follow-up data from non-respondents. However, an erroneous assumption of MAR may often 

have only a minor impact on estimates and standard errors as demonstrated by Collins et al 

(200 I) using many realistic cases. 

2.1.3 Not Missing at Random 

When the probability of missingness depends on tl1e (potentially missing) variable itself, this 

is called nonignorable missing data mechanism (MDM). Formally, this occurs wl1en the 

distribution of missing data depends on Ymis. This mechanism for some i and j is typified by 

P(Rij = IIYobs;Ymis) 

If missing data is nonignorable, properly accounting for this mechanism required exter11al 

information about the distribution of Ymis that is typically beyond the data so tl1at tl1e 

1nissing data generating mechanism is modelled to get good enough estimates of tl1e 

para1neters of the pararneter of interest. 

Apart fro1n the assu1nptions abot1t missing data 1necl1a11ism, assumptions also have to be 

made regarding the parameters of the missing data mecl1anism, in relatio11 to tl1ose of tl1e 

data. TJ1e distinctness of parameters assumptions differ in mea11ing from both the freqt1e11tist 

and the Bayesian perspective. The frequentists interpret it to mea11s tl1at the joint parameter 

space of and must be tl1e product of the two individt1al paran1eter spaces, wl1ile for tl1e 

Bayesian it means tl1at a joi11t prior distributio11 applied to the parameters 1nt1st factor into tl1e 

independent margi11al distributions (Schafer, 1997). 

2.2 The Ignorable Missing Data Assumption 

To properly analyze, at least approximately, a dataset with 1nissing values, not onl) does tl1e 

researcl1er need to select an appropriate cottrse of action a11d rernedy the 11onrespo11se if 

possible, but also tl1e researcher inevitably 1nust understa11d tl1e reaso11s for 11onrcspo11 e. 

However, since the 1nissi11g observations arc i11clecd unk110,v11, exami11ation of a t1111ptio11 .. 

about the m issi11g observations is inl1crently cl i ffic11 It Tests for the MC AR asst1111ptio11 l1nve 
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been suggested in the literature (see Little, 1988; Park and Lee, 1997 and Chen and Little, 

1999), but no feasible way exist to test the MAR assumption (Schafer and Graham, 2002). 

In some situations missing data is known to be at least MAR so long as the process leading to 

the missing data is under the control of the researcher, for example, with help of double 

sampling or randomized experiments with unbalanced design. This situation arises wl1en the 

data is missing due to tl1e study design (Schafer, 1997). However, one can increase the 

plausibility of tl1e MAR assumption, and hence explai11 the missingness, by including 

auxiliary variables and variables that are known to be l1igl1ly correlated with the variables 

contait1ing missing data in tl1e imputation model. 

Auxiliary variables will also remove 11onresponse bias that can be accounted for by the 

observed data, thereby reducing possible bias due to deviations from the MAR assumptio11 

(Collins, Schafer and Kam, 2001 ). Still, even tl1ough MAR is impossible to test for, it is tl1e 

tnost com1no11ly assu1ned missing data mecl1anis111 (Stuart et al., 2009). 

2.3 Missing Data Pattern 

To aid tl1e choice of 111issing data techniqttes exa1nination of tl1e missing data pattern, a 

description of tl1e valt1es in tl1e data tnatrix that are actually missing, ca11 be of importa11ce. 

Usually, missing data patterns are divided into monotone missing pattern (MMP) and 

arbitrary missing patterns (AMP). 

A MMP arises when tl1e data for a variable in a data set can be ordered in st1ch a way tl1at 

l1aving a missi11g value 011 that variable also means l1avi11g 1nissi11g valt1es 011 all following 

variables. MMP often occt1rs in longih1dinal studies dt1e to attrition, where dropping ot1t b) 

definition means that all tl1e followi11g observations will be 1nissi11g. Wl1en 011ly a variable i11 

the data set contains missing observations, a special case of MMP, tl1e u11ivariate n1issi11g data 

pattern (UMP) arises. An AMP on tl1e other hand arises \1/l1en tl1e data 111atrix can11ot be 

ordered as in MMP. 
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Table 2.1: Missing Data Patterns 

l Y1 Yz YJ Y4 Yi Y2 Yl Y• i Yt Y2 YJ Y• 

1 20 73 71 81 I 1 40 75 79 27 1 85 75 

2 96 87 54 80 2 30 81 56 34 2 83 21 34 

3 26 71 68 3 44 82 45 60 3 79 57 58 

4 71 69 54 4 90 33 91 83 4 29 55 

5 83 36 5 54 97 37 5 66 71 58 54 

6 80 35 6 21 31 55 6 44 99 62 

7 98 55 7 96 58 42 7 33 47 

8 65 8 25 59 45 8 38 82 35 

9 54 9 81 72 71 9 74 58 32 26 

10 95 10 58 96 37 10 33 26 36 

(a) MMP (b) UMP (c) AMP

Item nonrespo11se in surveys is a11 exa1nple of AMP where for some reasons respondents fail 

to answer one or 1nore qt1estions. However, missi11g valt1es in one variable does not 

11ecessarily implies tl1at all following variables are missing. (Little and Rubin, 2002). Tl1e 

analysis of inco1nplete data may be greatly sitnplified if tl1e missing data patter11 is MMP in 

tl1e sense tl1at it may allow for tl1e likelihood function to be factorized into factors for eacl1 

block of cases witl1 n1issing observations in the same variables, which can the11 be 1naximized 

separately. Often, n1etl1ods constrt1cted solely for MMP demand less co1nputatio11s tl1an those 

designed to handle AMP. It rnay sometimes even be wortl1 considering removing a small 

number of cases or impute values for some variables using an arbitrary 1nissing data method 

in order to create a data set with a ''monoto11e" 1nissing data pattern (Little and Rt1bin, 2002). 

In the next section we present an overview of s0111e methods available to l1andle incomplete 

data, relying on different assu1nptions about tl1e data n1issi11g. 

1 I 

UNIV
ERSITY O

F IB
ADAN LI

BRARY

AFRICAN DIGITAL HEALTH REPOSITORY PROJECT



Table 2.1: Missing Data Patterns 

l Yt Yz Yl Y4 Yt Y2 Y3 Y• 
• 

l Y1 Yz Yl Y4 

1 20 73 71 81 I 1 40 75 79 27 1 85 75 

2 96 87 54 80 2 30 81 56 34 2 83 21 34 

3 26 71 68 3 44 82 45 60 3 79 57 58 

4 71 69 54 4 90 33 91 83 4 29 55 

5 83 36 5 54 97 37 5 66 71 58 54 

6 80 35 6 21 31 55 6 44 99 62 

7 98 55 7 96 58 42 7 33 47 

8 65 8 25 59 45 8 38 82 35 

9 54 9 81 72 71 9 74 58 32 26 

10 95 10 58 96 37 10 33 26 36 

(a) MMP (b) UMP (c) AMP

Itern nonresponse i11 surveys is an exatnple of AMP where for some reasons respo11dents fail 

to answer one or more qt1estions. However, 1nissi11g valt1es in one variable does not 

11ecessarily implies tl1at all following variables are missing. (Little a11d Rubin, 2002). Tl1e 

analysis of incotnplete data may be greatly si1nplified if tl1e missing data patter11 is MMP in 

tl1e sense that it may allow for tl1e likelihood function to be factorized into factors for eacl1 

block of cases witl1 1nissi11g observations in tl1e same variables, which can the11 be 1naxi1n ized 

separately. Often, n1etl1ods constrt1cted solely for MMP dema11d less computatio11s tl1an those 

designed to handle AMP. It 1nay sometimes even be wortl1 consideri11g removing a s1nall 

number of cases or impute valt1es for some variables using an arbitrary missing data method 

in order to create a data set with a ''monoto11e" missing data pattern (Little and Rubin, 2002). 

In the next section we present an overview of some methods available to l1andle inco111plete 

data, relying on different assu1nptions about tI1e data 1nissi11g. 
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2.4 Approaches to Missing Data 

There are several different approaches to missing data analysis. The good ones are identified 

by three conditions: The method should produce unbiased parameter estimates, the method 

should provide a means to access the uncertainty about the parameter estimates, and the 

method should possess good statistical power (Graham, 2009). Moreover, the aim of such 

tech11ique is not to recreate missing values but to retain tl1e characteristics of the data and the 

association between variables, in such a way that valid and efficient inferences can be made 

(Schafer and Graha111, 2002). 

Probably the most comtnon approach is simply to ''ignore" missing values and rtan n1odels 

\Vithot1t doing anytl1ing about missingness. In effect, what is done depends on the defat1lts of 

tl1e statistical a11alysis software used. Usually, this corresponds to complete-case analysis 

(CCA) - an approach that simply throws away data by excluding all cases with missing 

response variable (in regression context for example). This method suffers from a loss of 

i11formation in the incomplete cases and at risk of bias if the tnissing data is not MCAR. 

Ft1rtl1er1nore, one or tnore variables with stafficiently large amot111t of anissing data may be 

dropped from the analysis. A potential problem associated witl1 tl1is practice is dropping 

variables tl1at are l1igl1ly correlated with tl1e response. 

Anotl1er si1nple approach is to tase subset of cases witl1 co1nplete inforrnation 011 all variables 

included in a particular a11alysis. This approach, usually called available-case analysis (ACA), 

is prone to tl1e problem that different analysis will be based on different subset of tl1e data so 

tl1at results are inconsistent over such different analysis. In addition, as with complete-case 

analyses, inferences 1nay be bias if respo11dents differ syste1natically fror11 11on-responde11ts. 

In ACA there is also a of risk producing correlations outside tl1e natural bound of [-1 � 1] 

(Little and Rubin, 2002). 

Single imputation (SI) involves filling in the n1issing valt1e once, creating one ""con1plete'' 

dataset. SI metl1ods range from ad-J1oc metl1ods like mea11 i1npt1tatio11. l1ot-deck or 111enn

matching, to ,nore complex 1nctl1ods like regression i1npt1tntions, preclicti,,c n1cnn n1atcl1i11g
.... 
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and stochastic regression imputation (Little and Rub� 2002). Other inappropriate methods 

include missing data indicator, and last observation carried forward. Imputing the conditional 

mean would probably be the best guess for every missing vaJue if the goal of imputation is to 

recreate the missing data as good as possible. However, to preserve associations between 

variables and provide valid parameter estimates, Little and Rubin (2002) conclude that the 

imputations should be conditional on the observed data, rather than the means of the 

conditional distribution. Failure to incorporate imputation uncertainty in the standard errors 

as well as inefficiency of parameter estimates are the two 1najor disadvantages of SI. Failing 

to take into account tl1e uncertainty caused by the fact that the imputed values are esti1nated 

fro1n tl1e data 111ay produce too small standard errors, narrow confidence intervals (CI) and 

low p-values (Little and Rubin, 2002). 

According to the criteria given by Graham, (2009) criteria, case deletion and SI can only be 

used in special limited cases. Case deletion has low power due to unnecessary wide Cls and 

biases 1nost parameter estimates unless the data are MCAR. SI may bias covariances and 

correlations, eqttivalently t1nderestimating the variances and standard errors of tl1e esti1nates. 

Two generally recomme11ded 1netl1ods do meet Graharn's criteria wl1ich are maximu1n 

Iikelil1ood (ML) and MI (Schafer and Graham, 2002). Under tl1e MAR assu1nptio11s botl1

1nethods yield consistent, asymptotically efficie11t and normally distributed estimates. 

As witl1 ordinary ML witl1 co111plete data, the likelil1ood function is maxi1nized witl1 respect 

to the parameter. With complete data the likelil1ood is the product of the likelihood for all 

observations. The difference, for tl1e incomplete-data case, is that the likelil1ood fi111ction is 

factorized into different parts according to tl1e 1nissing observations. For exa1nple, st1ppose 

the ith elements of continuot1s variables YI and Y2 contain missing observations that 

satisfies MAR assumption but the rest are complete. 

An extension of the likelihood can include missing data on several ,,ariables b)' factorizing 

the likelihood into more than two parts. Among tl1e different n1etl1ods to 111a,i1n1Le tl1e 

likelihood function, tl1e EM-algor1tl11n (De,npstcr et al. 1977) is perl1aps the n1ost con1n1on 
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-

MI is a general approach to deal with incomplete data. In contrast to SI, several plausible 

values are imputed for each missing observation. By imputing m > I random draws from a 

posterior distribution for every missing observation, m ''complete" datasets are created. Each 

dataset is analysed using standard complete-data method producing m point estimates that a1·e

the11 combined into one single esti1nate with their standard error consisting of both a within

and between-imputation variation component, properly reflecting tl1e imputation uncertainty. 

Hence, by imputing several plausible values, the inefficiency problem in SI is resolved (Little 

and Rubi11, 2002). 

Wl1en comparing ML and Ml, botl1 their advantages and disadvantages should be considered. 

Tl1e greatest advantage of ML over MI is tl1at ML is efficient while MI is only almost 

efficient (Allison, 2012). MI however has the great advantage that the imputations and tl1e 

analysis can be do11e separately witl1out putting tl1e burden of dealing with the incomplete 

data on tl1e researcher. In ML, handling the missing observations and perfor1ning tl1e a11alysis 

I1ave to be done si1nt1ltaneously, pt1tting a strain 011 the researcher wl10 may not be farniliar 

witl1 tl1e ways of dealing witl1 i11complete data. Furtl1er, 011ce tl1e imputed data sets are 

co11structed by Ml, various statistical analyses can be co11ducted usi11g tl1e mt1ltiply imputed 

data sets. In tl1e next section MI will be co11sidered in more detail. How to co1nbi11e tl1e 

estimates fro1n the imputed data sets into one by the rules of Rubin (1987) and how to 

construct the impt1tation 1nodel by using fully conditional specification (FCS) will be 

described. 

2.5 Multiple Imputation 

In multi-variable analysis, general purpose techniques exist for handling the problen1 of 

missing value of wJ1icJ1 MI seerns to be one of the 1nost attractive. Proposed by Rt1bin ( 1977) 

and further elaborated by Rt1bi11 ( 1987), tl1e basic idea of MI is simple and quite attracti,,e: 

I. Impute missing values using appropriate imputatio11 111odel that incorporates ra11don1

variation into the model 

2. Do this m tin1es to gener<1te n, ''co111plete" datnsets, n1 > I
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3. Perform the desired analysis on each of the m ''complete" data set t1sing standard

complete-data methods 

4. Average the values of the parameter estimates across the m samples to produce a single

point estimate 

5. Calculate the standard errors by

1. averaging the sqt1ared standard errors of the m estimates

2. calculating the variance of the m parameter estimates across samples, and

3. combining the two quantities t1sing a simple formula.

Multiple imputation has several desirable features. It introduces appropriate random error i11to 

the imputation model which makes it possible to obtain unbiased estimates of parameters. 

Also, it provides a good estimates of the standard errors, which is achieved through repeated 

iinputation. It can also be used witl1 any kind of data and a11y kind of analysis without 

specialized software (Alliso11, 2000). 

To obtain tl1ese desirable properties from MI, Rubin ( 1987, 1996) describes ce1tain 

assumptions which mt1st be 1net. First, data must be missing according as a MAR process. 

Second, tl1e irnputation model mt1st be \correct in" some sense. Tl1ird, the analysis 1nodel 

rnust be similar, in some sense, with the model used in tl1e impt1tatio11. 

However, it is easy to violate these assumptions in practice. In particular, tl1ere are often 

stro11g reasons to suspect that data are not MAR. Even if MAR condition is satisfied, often 

times it is not easy to generate randoin impt1tations that provides unbiased estirnates of tl1e 

desired parameters. Also, we expect simulated imputations to give adequate and reasonable 

prediction of the missing data and the variability a1nor1g tl1e set of sitnulated itnputations 

reflect an appropriate degree of uncertainty in the imputation 1nechanism. A proper 

imputations method satisfies some technical conditions provided by Rubin ( 1987) under 

wl1ich MI method leads to frequency-valid answers. These co11ditio11s, althot1gl1 tiseful for 

evaluating some properties of a given method, provides little guidance as to creating a 

1netl1od in practice (Scl1afer, 1999). To subvert tl1is probletn Rt1bi11 nrgt1es tl1at in1pt1tat1011 be 

done by employing Baycsia11 111ctl1ods. 
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2.6 Bayesian Approach to Multiple Imputation 

A linear regression imputation predicts the value of a missing variable using a regression on 

fully observed predictors of missingness. These imputed values have too small a variance 

because the model does not account for the fact that parameters in the imputation model are 

only estimate subject to sampling variability. Schafer, (1997) uses a Bayesian approacl1 to 

multiple imputation that requires a non-infor1native prior reflecting little or no belief about 

the parameters. Separate ra11dom draws of imputation parameters are the11 made fro1n tl1e 

resulti11g posterior distribution. However, when values are missing on one or more predictors 

iterative procedures are necessarily applied. For general missi11g value pattern two major 

iterative tecl1niques are t1sed. 

2. 7 Fully Conditional Specification

Litnitations occur i11 practice concerning tl1e specification of joint distributio11 for a11 entire 

dataset due to cotnplex relatio11s between variables tl1at are J1ard to captt1re in the distribt1tion 

- since datasets often consist of variables meast1red on differe11t scales in practice. By

i111plementing Ml under a FCS, a 1nultivariate distribution is assumed. However, it is 

u1111ecessary to specify explicitly the fonn of tl1e joint 111odel. Instead of drawing the 

imputations from a pre-specified joint distribt1tion, impt1tations are generated on a variable

by-variable basis using a set of conditional de11sities, 011e for each incomplete variable. 

Starting from an initial imputation, FCS draws imputations by iterating over tl1e conditio11a) 

densities. This even makes it possible to specify models for which no know11 joint 

distribution exist (van Buuren, 2007). 

Let Y be the partially observed complete sample from the 1nultivariate distribution P(Y j_), 

where the vector of unknown parameters co1npletely specifies the distribt1tion. Also, consists 

of parameters specific to the respective co11ditional distribution and are not 11ecessarily tl1e 

product of the factorization of a \true" joint distribt1tio11. Ft1rtl1er, let Y j be all ,,ariables in 
• 

the tJ1e data except yj , j = I; ___ , p: Tl1e posterior distribt1tio11 is obtained by iterati,,cl)' 

drawing fro,n tl1e co11ditio11al marg1nnl distributio11s, tl1at are n5st1111ed to co111pletely specif) 
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the joint distribution. Starting with an initial imputation, FCS draws imputations by iterating 

over the conditional densities, thereby constantly filling in the current draws of every 

variable. The tth iteration is thus the t-th draw from the Gibbs sampler (van Buuren, 2012). 

As the cycle reaches co.nvergence, the current draws are taken as the _rst set of imputed 

values. Tl1e cycle is then repeated t1ntil the desired number of imputations have been 

achieved (van Buuren et al., 2006). 

FCS has many practical advantages over JM. Dividing the 1nultidimensionaJ problem into 

several one dimensional problems allows for more flexible models than if a joint model 

wot1ld be used. The joint distributions available for MI are rather limited while there exist 

many univariate distributions that can be used for imputation purposes. Hence, bou11ds, 

constraints a11d interactions between variables that may be difficult to include as a part of a 

multivariate model, can be more easily incorporated. Further, generalizations to data witl1 

no11ig11orable 1nissi11g data mecl1anisms might be easier. Fi11ally, different imputatio11 models 

specified for every variable is easier to com1nunicate to the practitioner (van Buuren et al., 

2006). 

FCS, l1owever, suffers from the lack of theoretical justification. l11compatibility of tl1e 

conditional distribt1tio11s may be a proble1n.8 Converge11ce, and the distribt1tion to wl1icl1 tl1e 

co11ditionals co11verge, may or may not depe11d on the order of sequence of variables. This 

lack of theoretical justification may ft1rther cause problems becattse of difficulties wl1en 

examining tl1e quality of the imputations as the joint distribution may or may not exist, and 

co11vergence criteria. 

2.8 Multivariate Normal Imputation 

MYNI is a kind of joint rnodelling that involves specifying a rnultivariate r1or111al d1stribt1tion 

for missing data and drawing imputatio11 fro1n tl1eir co11ditional distribtttions by Markov 

Cl1ain Monte Carlo (MCMC). 
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Suppose that we know how to combine the estimates from multiple imputations and how 

many imputations to estimate, we then detennine the proper way to simulate imputations. 

Schafer, (1997) gives an excellent presentation of these methods. 

Assumi11g MAR assumption for the nonresponse, the approach is to simulate the missing data 

under some assumptions (Rubin 1987). For MI to allow valid inference, the imputations must 

be proper. It is pertinent to note that MI does not require an ignorability assumption. The 

assumption is required when it seems reasonable so as to simplify the problem of specifying a 

nonresponse mechanism. The posterior distribution of R is an average over the repeated 

draws from f(Y m isjYobs ), the posterior predictive distribution of the missing data give11 the 

observed data. Since the imputations is independent of the response matrix R, we are treati11g 

nonresponse as MAR. Schafer, ( 1997) treats these rest1lts as Bayesianly proper, de_ned as 

multiple imputations wl1ich are independent draws from f(YmisjYobs). 

Tl1e n1t1ltiple imputations treated here are repeated impt1tations, repeated draws frotn tl1e 

posterior predictive distribution f(YmisjYobs). Proper impt1tations must include all sources of 

1nodelling uncertainty including B, between imputation variability. Schafer, (1997) provides 

data aug1nentation (Tanner & Wong, 1987) as a metl1od for generating Bayesianly proper 

i1npt1tations whicl1 inclttde B. We present here the adaptatio11 for the multivariate nor1nal 

1nodel. 

Markov chain to draw Mfs (wl1icl1 i11trodt1ces the risk of depende11cy between the data sets) 

or running m independent cl1ai11s. If one used one Markov cl1ain, 011e would cl1oose some k 

sufficiently large, say 500, such that one would draw frotn the distribution only after it has 

stabilized and at tl1at point, draw after every k cycles of the IP procedure. One can examine 

diagnostic atttocorrelation fu11ctio11s (ACF) to see if tl1e autocorrelatio11 across iterations is 

st1fficiently low to treat tl1e draws from one Marl(OV cl1ain are i11dependent. 111 independent 

Markov chains are preferable since tl1ere is no autocorrelation by co11struction, bt1t tl1e cost 1s 

running m I additional MCMC siinulations using tl1e IP algoritl1m. As cornpt1tnt1or1 costs 

decline, this becomes less of a11 isst1e. fl1is tradcoff is probably best addressed b) rt111111ng 

independent chains. I 11dependcr1t cl1a Ins also sl1ot1 ld give t l1c a11nlyst n 111orc rel iablc est i111ate 
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of error due to simulation (M.onte Carlo error) (Schafer, 1997). Running m chains also avoids 

examination of as many ACF charts since one does not have to assess autocorrelations as 

often. 

2.9 The mi command in Stata 

A nt11nber of software for statistical analysis offers MI, some of which are SAS, Stata, SPSS 

and R. In particular, Stata provides tl1e SRMI library that offers MI tinder both FCS and 

MVNI ttsing the mi suite of command. The command offers to perfortn the Ml, analyse the 

i1nputed data sets and pool tl1e results of the analysis. 

Tl1e rni suite of commands deals with Ml data. mi first sets tl1e data and stores them in one of 

four forrnats. MI data contain m imputations numbered m = 1; 2; ___ ;M; and co·ntain m = 

O; the original data witl1 missing values. Each variable in MI data can be registered as 

i1npt1ted, passive, or regt1lar. Variables are registered as imputed or regular according as tl1ey 

co11tai11 or do not contain missing observations, while passive variables are algebraic 

combinations of itnputed, regular, or other passive variables. mi also allows the user to 

perform passive imputation when a tra11sformatio11 of one or ma11y variables in tl1e data is 

desired. For example, one may wa11t to co1npute a log transformation or calculate a row total. 

To make sure t)1at tl1e log transformatio11 is sustained throughout tl1e data, mi allows the user 

to impute the log of the original variable instead of any regular i1nputatio11 model. 

Stata uses the mi i1npt1te command to fill in missing data on a si11gle variable or 1nultiple 

variables with plaltsible values, in wl1icl1 case imputatio11 is done u11der the MAR asst1111ption. 

The cornmand can be t1sed repeatedly to impt1te mt1ltiple variables 011ly wl1en the variables 

are independent and will be used in separate analyses. In practice, mt1ltiple variables t1st1ally 

1nust be imputed simultaneously, and that requires using a multivariate imputation metl1od. 

The choice of an imputation method i11 this case also depends on tl1e patter11 of 111issing 

values. Variables that follow MMP can be i1nputed seqt1e11tially using t1nivariate co11d1tio11al 

distributions. A separate univariate i111pulation n1odel co11 be spec i fiecl for each 1n1 ptttat io11

variable, which allows s11nultaneous impt1tatio11 of variables of differe11t types (Rubin ) 987) 
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Stata also includes guidelines on choosing variables to include in the imputation model. One 

of whicl1 is that the analytic model and the imputation model should be congenial. When a 

pattern of missing values is arbitrary, iterative methods are used to fill in missing values. Tl1e 

mi impute mvn method uses multivariate non11al data augmentation to impute missing values 

of continuous imputation variables (Schafer, 1997). FCS also accommodates arbitrary 

missing value patterns (van Buuren et al., 1999) using the mi impute cl1ained com1nand.This 

co1nmand uses a Gibbs-like algorithm to impute multiple variables seq11entially using 

univariate FCS. The algorithm samples from the conditional distribution until finally its 

draws are made fro1n the joint distribution of the variables. The uncertainty about the 

i1nputations is captured by both drawing imputations and the parameters of the conditional 

itnputation model. It starts with a random draw from the observed values and cycles througl1 

tl1e co11ditional distributions until convergence, or as long as is desired. The m Gibbs 

samplers are rt1n in parallel and in the last iteration tl1e imp11ted values are taken to create tl1e 

1n i1nputed data sets (van Buuren, 2012) . 

• 
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Stata also includes guidelines on choosing variables to include in the imputation model. One 

of which is that the analytic model and the imputation model should be congeniaJ. When a 

pattern of missing values is arbitrary, iterative methods are used to fill in missing values. Tl1e 

n1i impute mvn method uses multivariate nor111al data augmentation to impute missing values 

of continuous in1putation variables (Schafer, 1997). FCS also accommodates arbitrary 

missing value patterns (van Buuren et al., 1999) using the mi impute chained com1nand.This 

command uses a Gibbs-like algorithm to impute multiple variables seq11entially using 

univariate FCS. The algorithm samples from the conditional distribution until finally its 

draws are made from the joint distribution of the variables. The uncertainty about the 

imputations is captured by both drawing imputations and the parameters of tl1e conditional 

itnputation model. It starts with a random draw from tl1e observed values and cycles througl1 

tl1e co11ditional distributions until convergence, or as long as is desired. Tl1e m Gibbs 

samplers are run in parallel and in the last iteration the impt1ted values are taken to create tl1e 

1n imputed data sets (va11 Buuren, 2012). 

,. 
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CHAPTER THREE 

METHODOLOGY 

3.1 Preamble 

Fully conditional specification (FCS) is a practical approach for imputing missing datasets 

based on a set of imputation models, given that there is one model for eacl1 variable with 

missing values. It has been described in the context of medical research and recommended as 

a suitable approach for imputing incomplete (fairly) large datasets (Royston and Wl1ite 

(2011 ), van Buuren et al. ( 1999), and White et al. (2011 )). Because FCS involves a series of 

u11ivariate models rather than a single large model, it imputes data on a variable by variable 

basis by specifying an i1nputatio11 model per variable. Hence, the metl1od t1sed i11 this study is 

substa11tially dependent on tl1e specification of the imputation model. 

3.2 Assessing the MAR assumption 

The methodology of MI depends 011 tl1e asst11nption tl1at 1nissing data rnecl1anisn1 is MAR. 

Altl1ougl1, there is no formal procedt1re to test this assumption, we employ several tools based 

on the variable affected. One way is to compare responde11ts with a11d without response on 

the basis of some variables. Consequently, a t-test is used when the average of some 

continuous variable is co1npared, while a cl1i-square test is used wl1e11 tl1e marginal 

distributions of a categorical variable is compared. A further test of wl1ether a given variable 

is MCAR or MAR is to fit a logistic regressio11 n1odel tl1at predicts tl1e probability of 

missingness given otl1er, possibly cornplete, variables. Tl1e data is MAR ratl1er tha11 MCA R 

provided the variables significa11tly predicts tl1is probability of missi11gness 011 tl1e variable 

affected. In this study, we employ the socio-demograpl1ic variables as predictors ir1 the 

logistic models and as variables on tl1e basis of whicl1 cornparison is n1ade. All sig11ificance is 

declared at 5% level of significa11ce. 
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Fully conditional specification (FCS) is a practical approach for imputing missing datasets 

based on a set of impt1tation models, given that there is one model for eacl1 variable witl1 

missing values. It has been described in tl1e context of medical researcl1 and recomtnended as 

a st1itable approacl1 for imputing incomplete (fairly) large datasets (Royston and White 

(2011 ), van Buure11 et al. ( 1999), and White et al. (2011 )). Because FCS involves a series of 

t1nivariate tnodels rather tl1an a single large model, it i1nputes data on a variable by variable 

basis by specifying an imputation model per variable. Hence, the metl1od used in tl1is study is 

substantially depe11dent on the specification of the imputation model. 

3.2 Assessing the MAR assumption 

The tnethodology of Ml depends 011 the assumptio11 tl1at 1nissing data mecha11ism is MAR. 

Although, there is no for1nal procedure to test this asst1mption, we e1nploy several tools based 

on tl1e variable affected. 011e way is to compare responde11ts with and without response on 

the basis of some variables. Consequently, a t-test is used wl1en tl1e average of some 

co11tint1ous variable is co1npared, while a chi-square test is used when the marginal 

distributions of a categorical variable is compared. A further test of wl1etl1er a give11 variable 

is MCAR or MAR is to fit a logistic regression model tl1at predicts the probability of 

missing11ess given otl1er, possibly complete, variables. Tl1e data is MAR rather tl1an MCAR 

provided the variables significantly predicts this probability of missingness on tl1e variable 

affected. In this stt1dy, we en1ploy the socio-demograpl1ic variables as predictors in the 

logistic models and as variables on the basis of whicl1 comparison is 1nade. All significance i� 

declared at 5% level of significa11cc. 
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3.3 Choice of variables to be imputed 

Before building an imputation model for missing data, an important step is the choice of 

Ymis, the set of p variables with missing values that are going to be imputed. Depending on 

one's imputation strategy, this set need not always be equivalent with the set of all variables 

with missi11g values in the dataset. For example, an imputation strategy might aim at reducing 

tl1e size of imputation model by restricting imputations to a small subset of all the variables 

with 1nissing values in the data set. This presents an important drawback because excluding 

otl1er missing variables from the regression model ignores their correlations with the included 

( observed and missing) variables a11d thus violates the three general imputation require1nents 

by Little and Rubin (2002) that association should be preserved by imputation 1nodels in botl1 

observed and missi11g variables, and even between missing variables. 

For tl1e above reasons our imputation strategy for tl1e APF data is to impt1te tl1e biggest 

possible set of variables with missing data st1ch that tl1e amount of missing data in a variable 

does 11ot exceed 50%, whicl1 in ot1r case consists of p = 72 variables out of all the 74 variables 

with 1n issing values in the data set. 

3.4 Types of models 

In this sectio11 we define a regression model for each variable in Ymis that we want to 

impute. The cl1oice of such a model detenni11es the ft1nctional for111 of tl1e conditional 

posterior distribution of the regressio11 coefficients and residual variance and the conditional 

posterior predictive distribution of Yj from wl1ich we are going to draw tl1e values used to 

impute the missing observations. For example, if we chose a linear regressio11 model for Yj ; 

then Yj wot1ld follow a Nortnal distributio11 by assumption, and it can be sl1own tl1at botl1 its 

posterior predictive distribution and tl1e distribution of j would be Norn1al. 

We choose eacl1 regression rnodel depending upon tl1e variable type for Yj . Tl1ere are three 

basic variable types in our data set: binary (e.g. sex), ordinal (e g. father's higl1est le,,el ot' 

education) and nominal (e.g. rnotl1er's occupatio11) varinbles. For tl1c pt1rposc of tl1i sttld), 
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the choice of the regression models is as follows: we use a logit model for the binary 

variables, an ordered logit model for the ordinal variables and a multinomial logit model for 

the nominal variables. 

3.5 Predictor selection 

As mentioned above about the choice of the variables to be imputed, one of the main goals of 

imputation is to preserve association between missing and observed variables, and also 

betwee11 missing variables. Tl1erefore, when choosing predictors for tl1e imputation model, it 

is not enot1gh to select tl1e 1nost accurate predictors for eacl1 outcome variable as this 

approach may bias tl1e correlation structt1re betwee11 tl1e exclt1ded variables variable and 

outco1ne variable. Also, ignoring variables that are determinants of non-response of the 

ot1tcome variable 1nakes the ignorability assumption 011 which our imputation 1nodel relies 

less plausible. Hence, we choose the number of predictors as large as possible (broad 

conditioni11g approacl1): tl1e more predictors, the lower tl1e bias and the higl1er tl1e certainty of 

our itnputations. However, there is a limit, of course. In such a large data set as in tl1e APF 

data witl1 several variables, it is 11ot feasible to include all of tl1em mainly because of 

1nt1lticollinearity and computational proble1ns. Similar to van Buuren, Bosl1uizen, and Knook 

(1999), we adopt the following strategy for selecting predictor variables: 

1. Jncli,de the variables that are detern1inants of non-response. Tl1ese are 11ecessary to

satisfy the ignorability assu1nptio11, on which our itnputation model relies. According to 

the ignorability assumption, the distribution of the complete data (including the 

unobserved values) only depends on the observed data, conditional on tl1e detern1i11ants of 

item-nonresponse and otl1er covariates. Determinants of nonrespo11se are found by 

inspecting their correlations with the response indicator of tl1e variable to be i111puted. 

2. In addition, inclz,de va,·iables that c,re very good al p,·edicting a11d e.,tplai11i11g tl1e variable

of inte,·est we lvant to impute. This is tl1e classical criterio11 for predictors a11d l1elp to 

reduce uncertainty of t)1e imputations. Tl1esc predictors are idc11tified by their correlat1011 

with tl1e target variable. 
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3. In addition, remove the predictor variables from above that have too many missing values

within the subsample of missing observations of the variable to be imputed and substitute

them with more complete predictors of these predictors. As a rule of tl1umb, predictors 

witl1 percentages of observed cases within this subsample lower than 50% are removed 

and substituted by more complete predictors. This criterion contributes to 1nake 

imputations more robust. 

4. In addition, include all variables that appear in the models that ,,,ill be applied to the

data after imputation. In other words, one should envisage the several applications in 

wl1icl1 the data may be involved and include the variables as predictors that are expected 

to affect or explain accordi11g to these applications tl1e variable to be imputed. Failure to 

do so will tend to bias results of potential users of the data. 

3.6 Imputation order 

One weakness of the FCS approach is that conditional densities 1nay not converge to a 

stationary distribt1tion. In practice, however, choosing a partict1lar orderi11g of the variables 

ofte11 aid convergence. In tl1e APF data we start imputation by the variables witl1 the least 

111issi11g values, and so on. Variables witl1 tl1e same amount of missing11ess are processed in 

an arbitrary order, bt1t always in tl1e san1e order. 

3. 7 Number of iterations

Tl1e number of iterations t deterrnines l1ow often the impt1tation procedt1re cycles tl1rough the 

variables to be imputed, replacing variables that are being conditioned in a11y regression by 

the observed or currently i1nputed values. As t tends to infinity, tl1e sequence of parameters 

and predicted values sl1ould converge to a draw from the posterior distribution of _ and a 

draw from the posterior predictive distribution of Ymis. Ho,vever, according to ,,an But1ren. 

Boshuizen, and K11ook (1999) duri11g tl1e first few iterations co11,1erge11ce i11 tl1ese 111odel 

usually occurs very fast in practice bccat1sc tl1c JJostcrior distribtttions of the regre sio11 

coefficients already absorb a lot of L111ccr1ointy i11 ll1c predictor" n11cl becntise tl1c proccdttre 

creates 11nputat1011s tl1at arc already stotisticnlly 1r1dcpe11dc11t. G1,,c11 the �t1bsta11tial 
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computational effort required for the APF imputation model and following the number of 

iterations used in other similar surveys (like SCF (Kennickell (1991 )) we set the iteration 

number for the APP imputation model to t = 8. 

3.8 Number of imputations 

Finally, we choose the number of realizations D that we want to have from the posterior 

predictive distribution P(Ymis Yobs) or, in other words, the number of multiply imputed data 

sets. Setting D too low leads to standard errors of the estimates tl1at are too low a11d to p

values tl1at are too low. Schafer and Olsen ( 1998) show that the gai11s of efficie11cy of an 

estimate rapidly diminisl1 after the first few D imputatio11s. They claim that good inferences 

can already be made with D = 3 to 5. However, Graham et al, (2007) show that anotl1er 

important quantity such as statistical power can vary more dramatically witl1 D than is 

implied by efficie11cy. They clai1n tl1at good inferences can be made witl1 D = 20 to 40. It 

seems unlikely that a single correct value for D will be established in the literature because, 

like sample size, the number of i1nputation that are necessary depends on features of the 

individual data set and analysis model. In tl1e APF imputation model, given the substa11tial 

increase i11 cornputational effort for every furtl1er imputatio11 and following other similar 

surveys like the SCF we set tl1e number of imputations to D = 5. 

3.9 Method for combining analysis results 

Tl1e mtJltiple imputation metl1odology entails combining esti1nates from imputed datasets so 

as to produce one set of para1neter estimates. For the APF dataset and in particular, tl1e RSES 

a regression model is fitted to eacl1 imputed dataset a11d esti1nates are cornbined. 

To combine the estimates across imputations, Rubi11 (1987) specifies tl1at the average of 

individual estimates produced at each imputation be taken. The combined ,,ariance of tl1is

estimate consists of two parts: one accou11ts for 11atural variability. This pnrt is often called 

the ·'within-impL1tation compo11ent'', while tl1c other nccot111ts for \'bet,vecn-in1pt1tnt1on'' 

uncertainty introduced by 1nissing datfl.
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CHAPTER FOUR 

RESULTS 

4.1 Brief description of the APF data 

The data used in this study was collected among adolescents in Ikere-Ekiti Local Government 

Area in Ekiti State of Nigeria to model predictors of Adolescent Psyc11osocial Functioning 

(APF). We shall refer to tl1is data as the APF data. It consists of tl1ree psychosocial outcomes 

scales 11runely: tl1e Rosenberg Self Esteem Scale (RSES), the Strengtl1 and Difficulty 

Question11aire (SDQ), and tl1e Ce11ter for Epideiniological Studies Depression Scale for 

Children (CES-DC). We refer to eacl1 item of these scales as r, s, and d, respectively. Eacl1 

scale identifies variables tl1at mostly measures the characteristics of interest. The data also 

co11sist of background inforination abot1t students such as age, weight, l1eight, as well as 

infor1natio11 abot1t farnily type and status, parents' l1igl1est level of education and occupations. 

However, this study only considers imputi11g tl1e RSES. 
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Table 4.1: Frequency distribution of observed responses on socio-demographic variables 

Item Frequency Percent 

Sex 

Male 201 41.0 

Female 289 59.0 

Class 

sss 1 137 28.0 

sss 2 283 57.8 

sss 3 70 14.2 

Religion 

Christianity 471 96.1 

Islam 19 3.9 

Area of Residence 

Rural 206 42.0 

Urban 284 58.0 

Ethnicity 

Yoruba 455 92.9 

Hausa or Fulani 3 .6 

lgbo 29 5.9 

Others 3 .6 

Family type 

Monogamy 378 77.1 

Polygamy 112 22.9 

Family status 

Parents are together 414 84.5 

Parents are divorced 10 2.0 

Parents are separated 34 6.9 

Single mother 32 6.5 
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Of the 490 students recruited into the study TabJe 4.1 reveals that 201 (41.0%) were males 

while 289 (59.0%) were females. Majority (283, 57.8%) of the students were in the Senior 

Secondary School Il (SSS 2) compare to 137 (28.0%) and 70 (14.3%) students wl10 were in 

SSS 1 and SSS 3 respectively. Also, most of the sn1dents were Christians (471, 96.1 %) as 

against I 9 (3.9%) who were Muslims. Almost all the respondents were Yoruba (455, 92.9%) 

witl1 29 (5.9%) Igbo students, 3 (0.6%) Hausa or Fulani, and 3 (0.6%) students wl10 were of 

otl1er etl1nic groups. There are 284 (58.0%) resided in the urban area of Ekiti State wl1ile 206 

(42.0%) lives in the rural area. 

Parents of tl1e adolescent students i11terviewed l1ad majorly a monogamy family type (378, 

77.1 %) and 112 (22.9%) families were of the polygamous family type. Wl1ile most parents 

( 414, 84.5%) lived i11 the same residence togetl1er, 34 (6.9%) parents were separated, 32 

(6.5%) parents were single 1nother, a11d IO (2.0%) parents were divorced . 

• 
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Table 4.2: Frequency distribution of observed responses on socio-demographic variables 

• 

Item 

Father's highest level of education 

No formal education 

Primary 

Secondary 

Tertiary 

No idea 

Father's occupation 

Farming 

Trading 

Civil servant 

Employee of private organization 

Others 

Mother's highest level of education 

No formal education 

Primary 

Secondary 

Tertiary 

No idea 

Mother's occupation 

Farming 

Trading 

Civil servant 

Employee of private organization 

Others 

29 

Frequency 

21 

32 

101 

233 

103 

56 

80 

194 

107 

53 

21 

36 

109 

231 

93 

12 

224 

178 

43 

33 

Percent 

4.3 

6.5 

20.6 

47.6 

21.0 

11.4 

16.3 

39.6 

21.8 

10.8 

4.3 

7.3 

22.2 

47.1 

19.0 

2.4 

45.7 

36.3 

8.8 

6.7 
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Table 4.2: Frequency distribution of observed responses on socio-demographic variables 

Item 

Father's highest level of education 

No formal education 

Primary 

Secondary 

Tertiary 

No idea 

Father's occupation 

Farming 

Trading 

Civil servant 

Employee of private organization 

Others 

Mother's highest level of education 

No formal education 

Primary 

Secondary 

Tertiary 

No idea 

Mother's occupation 

Farming 

Trading 

Civil servant 

Employee of private organization 

Others 

29 

Frequency 

21 

32 

101 

233 

103 

56 

80 

194 

107 

53 

21 

36 

109 

231 

93 

12 

224 

178 

43 

33 

Percent 

4.3 

6.5 

20.6 

47.6 

21.0 

11.4 

16.3 

39.6 

21.8 

10.8 

4.3 

7.3 

22.2 

47.1 

19.0 

2.4 

45.7 

36.3 

8.8 

6.7 
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The academic history of these parents is considerably fascinating as Table 4.2 reveals that 

while most fathers have attained a tertiary level of education (233, 47.6%), I 01 (20.6%) 

fatl1ers had at most a secondary education, 32 (6.5%) had at most a primary education, and 21 

( 4.3%) had no forrnal education. Nevertl1eless, I 03 (21.0%) stt1dents reported that they had 

110 idea of tl1eir fatl1ers level of education. Similarly, for the students' motl1ers, most l1ave 

attai11ed a tertiary level of educatio11 (231, 4 7.1 % ), 109 (22.2%) l1ad at most a secondary 

education, 36 (7.3%) l1ad at most a primary education, and 21 (4.3%) mothers had no formal 

education. 

In addition, 1nore than a tl1ird of respondents' fatl1ers were civil servants (194, 39.6%) while 

I 07 (21.8%) students l1ad fatl1ers who were employee of private orga 11izations, 80 ( 16.3%) 

fatl1ers were traders, 56 ( 11.4%) farmers and 53 ( I 0.8%) fathers were into otl1er occupations. 

For 1notl1ers however, tip to one half (224, 45. 7%) were traders while 178 (36.3%) stt1de11ts 

l1ad 1nothers wl10 were civil servants, 80 (16.3%) n1others were employee of private 

orga11izatio11s, 12 (2.4%) farmers and 33 (6. 7%) mothers \Vere into other occt1patio 11s. 
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• 

Table 4.3: Frequency distribution of observed responses on the RSES item 

Item Frequency 

On the whole, I am satisfied with myself 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

At times I think I am not good at all 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

I feel that I have a number of good qualities 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

I am able to do things as well as most other people 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

I feel I do not have much to be proud of 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

Jt 

4 

40 

214 

216 

68 

192 

163 

60 

11 

34 

249 

189 

12 

57 

227 

179 

92 

222 

109 

52 

Percent 

.8 

8.4 

45.2 

45.6 

14.1 

39.8 

33.7 

12.4 

2.3 

7.0 

51.6 

39.1 

2.5 

12.0 

47.8 

37.7 

19.5 

46.7 

22.9 

10.9 
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In Table 4.3, about a half of the students (2 I 6, 45.6%) strongly agreed they were satisfied 

with themselves, while 214 ( 45.1 %) simply agreed. However, 40 (8.4%) were not satisfied 

witl1 themselves and 4 (0.8%) strongly declined they were satisfied with themselves. I 63 

(33.7%) students at times thought they were not good at all, while 192 (39.8%) declined. 

Also, 60 ( 12.4%) students strongly agreed and 68 ( 14.1 %) students strongly disagreed that at 

times they thought tl1ey were not good at all. About half of the students (249, 51.6%) reported 

that they had a number of good qualities and another 189 (39.1 %) in addition strongly agreed, 

remaining 34 (7.0%) and 11 (2.3%) who disagreed and strongly disagreed that they l1ad a 

nu1nber of good qualities respectively. 

Moreover, 227 (47.8%) students agreed and anotl1er 179 (37.7%) students strongly agreed 

tl1at they were able to do things as well as most other people compare with 57 (I 2.0%) 

stt1dents and 12 (2.5%) students who disagree and stro11gly disagree, respectively, tl1at tl1ey 

were able to do things as well as most other people. Most students declined they did feel they 

had too mt1cl1 to be proud of. In fact, 222 (46.7%) students disagree while anotl1er 92 (19.4%) 

stt1der1ts strongly disagreed. In contrast, only I 09 (22.9%) agreed tl1ey did feel tl1ey l1ad mucl1 

to be prot1d of, wl1ile 52 ( I 0.9%) students strongly agreed to this statement. 
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Table 4.4: Frequency distribution of observed responses on the RSES item 

Item Frequency Percent 

I certainly feel useless at times 

Strongly disagree 44 9.4 

Disagree 109 23.2 

Agree 194 41.3 

Strongly agree 123 26.1 

I feel that I'm a person of worth, at least on an equal plane with others 

Strongly disagree 19 

Disagree 

Agree 

Strongly agree 

I wish I could have more respect for myself 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

All in all, I am inclined to feel that I am a failure 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

I take a positive attitude toward myself 

Strongly disagree 

Disagree 

Agree 

Strongly agree 

33 

56 

217 

177 

205 

216 

38 

23 

24 

66 

177 

198 

24 

66 

177 

198 

4.1 

11.9 

46.3 

37.7 

42.5 

44.8 

7.9 

4.8 

5.2 

14.2 

38.1 

42.5 

5.1 

14.2 

38.1 

42.6 
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In Table 4.4, 194 (41.3%) students agreed and 123 (26.2%) students strongly agreed that they 

certainly felt useless at times, while 109 (23.2%) students disagreed and 44 (9.4%) student 

strongly disagreed. Also, at least on an equal plane with others, about a half students (217, 

46.3%) students agreed and another 117 (37.7%) students strongly agreed that they felt they 

were persons of worth. However, only 56 ( 11.9%) students disagreed and 19 ( 4. 1 % ) student 

strongly disagreed with this c)ai1n. While 38 (7.9%) students agreed and 23 (4.8%) students 

strongly disagree with the claim tl1at they wish they could have more respect for themselves, 

1nost of the students (216, 44.8%) merely declined and most of them (205, 42.5%) also 

strongly declined the claim. 

Moreover, 177 (38.1 %) students reported that they were inclined to feel like a failure in 

addition to 198 (42.6%) students wl10 strongly agreed to the claim, remaining 66 (14.2%) and 

24 (5.2%) who disagreed and strongly disagreed that they were inclined to feel like a failt1re 

respectively. Most students agreed tl1ey took positive attitude toward themselves. In fact, 222 

(46.7%) students disagree while a11other 92 (19.4%) students stro11gly disagreed. In contrast, 

only 109 (22.9%) agreed they took positive attitude toward tl1emselves, wl1ile 52 (10.9%) 

students strongly agreed to this statement. 
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In Table 4.4, 194 (41.3%) students agreed and 123 (26.2%) students strongly agreed that they 

certainly felt useless at times, while I 09 (23.2%) students disagreed and 44 (9.4%) student 

strongly disagreed. Also, at least on an equal plane with others, about a half students (217, 

46.3%) students agreed and another 117 (37.7%) students strongly agreed that they felt they 

were persons of worth. However, only 56 (11.9%) students disagreed and 19 (4. I%) student 

strongly disagreed with this claim. While 38 (7.9%) students agreed and 23 ( 4.8%) students 

strongly disagree with tl1e claim tl1at they wish they could have more respect for tl1e1nselves, 

most of the students (216, 44.8%) merely declined and most of them (205, 42.5%) also 

strongly declined the claim. 

Moreover, 177 (38.1 %) stude11ts reported that they were inclined to feel like a failure in 

addition to 198 (42.6%) students who strongly agreed to the claim, remaining 66 (14.2%) and 

24 (5.2%) who disagreed and strongly disagreed that they were inclined to feel like a failure 

respectively. Most students agreed tl1ey took positive attitude toward themselves. l11 fact, 222 

(46.7%) students disagree while another 92 (19.4%) students stro11gly disagreed. l11 contrast, 

only 109 (22.9%) agreed tl1ey took positive artitttde toward tl1emselves, wl1ile 52 (10.9%) 

stt1de11ts stro11gly agreed to this state1nent. 
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4.2 Assessing missing data 

All the missing data in this study are unknown and not ignorable since they are due to 

no11response by the students. 

Table 4.5: Overall summary of missing values 

Missing 

Variables 

Cases 

Values 

Complete Incomplete 

Number Percentage Number Percentage 

7 8.7 74 81.3 

490 

42456 

100 

95.2 2134 4.8 

Table 4.5 suminarizes the missing values present in the APF data. All the records had at least 

a value missing on some variables. Only seven (8.7%) variables provide complete data on all 

students. In all, tl1e no11respo11se rate is abot1t 4.8%. 
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Table 4.6: Percentage of values missing on the socio-demographic variables. 

Missing Standard 

Item Number Percent Mean Deviation 

Height 490 100 

Age 9 1.8 15.23 1.38 

Weight 414 84.5 47.87 9.582 

Sex 3 0.6 

Religion 1 0.2 

Area of Residence 60 12.2 

Ethnicity 1 0.2 

Family type 24 4.9 

Family status 4 0.8 

Father's highest level of education 37 7.6 

Father's occupation 17 3.5 

Mother's highest level of education 30 6.1 

Mother's occupation 10 2 

Table 4.6 reveals that no student gives infor111ation on height, while 76 (15.5%) stude11ts 

provided information on weight. Location is tl1e next variable witl1 l1igl1est missi11g values 

with 60 ( 12.2%) values 1nissing. Nearly all students provided information on some variables, 

three (0.6%) on sex, while only one (0.2%) students failed to provide data on ethnicity and 

religion. 
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Table 4.7: A chi-square val.ues comparing respondents with observed and missing responses. 

Variable
a 

Rl R2 R3 R4 RS R6 R7 RS R9 RlO 

sex 0.207 0.031 0.011 0.378 0.042 0.763 1.586 0.137 0.010 0.204 

sch 2.659 3.323 3.487 1.326 3.227 8.953 2.186 2.268 0.797 1.212 

els 2.057 0.576 2.283 0.573 1.458 1.579 0.108 0.725 0.001 0.033 

rel 5.836* 0.885 1.063 0.323 0.328 0.287 9.816** 0.071 0.287 0.323 

res 0.599 0.006 1.072 1.501 0.211 0.529 0.430 1.241 4.599* 0.482 

fat 1.111 4.074* 0.703 0.796 2.410 0.296 2.587 1.955 0.296 2.300 

fas 1.047 2.185 0.797 0.327 1.068 1.162 4.764 1.301 1.495 1.471 

fed 8.723** 2.268 3.871 2.041 8.953 2.659 3.227 3.323 1.212 2.186 

med 2.770 4.760 4.664 * 8.739** 4.485 2.293 1.171 1.375 2.041 4.745* 

foe 3.482 1.419 2.673 2.013 8.504* 3.612 4.862 3.612* 2.564 4.702 

moc 2.489 2.710 3.985 3.029 4.351 1.218 2.846 1.377 1.562 4.303 

* p <0.05
a 

sex= Sex fas= Family status 

sch= School fed= Father's highest level of education 

els= Class med= Mother's highest level of education 

rel = Religion foe= Father's occupation 

res = Area of Residence moc = Mother's occupation 

fat= Family type

Table 4.7 presents tl1e result of a chi-sqt1are a11alysis to exarnine the comparability of 

respondents with observed and 1nissing responses on each of sex, class, religion, area of 

residence, family type, family status, fatl1er's education, mother's education, fatl1er's 

occupation, and mother's occupatio11. Noticeable pattern of sig11ificant cl1i-square value 

occurs for r l  wl1en comparison of respondents with observed and missing responses is made 

by religion ( z2 =5.836, p < 0.05), as \veil as when comparison is made by fatl1er's highest 

level of education ( z2 =8. 732, p < 0.0 I). Also, for r2 there is significant difference i11 the 

groups of respondents when comparison is 1nade with farnily type ( ,r2 =4.074, p < 0.05), for 

r3 when comparison is made by 1nother's )1igl1est level of edt1cation ( ,r2 =4.664, p < 0.05) 

with si,nilar comparisor, for r4 ( x' 8.739, p < 0.0 I). Fl1rtl1er111ore, for r5 a ., ignificant 

difference exists wl1en co1nparison is n1ade by fatl1cr's occt1potior1, for r7 vll1e11 con1pn11 .. 011 1s 
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made by religion (z2 =9.816, p < 0.01), for r8 when comparison is made by father's 

occupation ( z2 =3 .612, p < 0.05), for r9 when comparison is made by area of residence ( X
1 
= 

4.559, p < 0.05), and for rlO when comparison is made by mother's education (z
2

= 4.745, p 

< 0.05). 

Furtherrnore, Table 4.8 shows the results of t-test for the comparison of respondents with 

observed and missing responses on age. No noticeable significant t-value occurs when 

comparison of respondents' ages were made among those witl1 observed and rnissing 

responses on eacl1 item of tl1e RSES. 

Table 4.8: A t-test analysis comparing mean ages of respondents with observed values and 

respondents with missing values 

Number Mean 95% Cl 

Item Observed Missing Observed Missing t-value Lower Upper 

Rl 474 16 15.21 15.56 -1.00 -1.04 0.34 

R2 482 8 15.23 15.00 0.43 -0.81 1.26 

R3 483 7 15.22 15.43 -0.40 -1.24 0.82 

R4 475 15 15.23 15.07 0.44 -0.55 0.87 

RS 474 16 15.23 15.07 0.44 -0.55 0.87 

R6 470 20 15.23 15.10 0.40 -0.49 0.75 

R7 469 21 15.24 14.90 1.08 -0.27 0.94 

RS 482 8 15.23 14.88 0.72 -0.61 1.32 

R9 467 23 15.23 15.00 0.77 -0.36 0.83 

RlO 465 25 15.25 14.80 1.57 -0.11 1.00 

4.3 Justification for Imputations 

Tl1e results shown in Table 4.9 to Table 4.18 model tl1e probability of missing11ess of ite1ns 

on the RSES as a function of the socio-demographic variables. Tl1is step becomes necessary 

as variables tl1at signi ticantly contribute to eacl1 model are deemed to affect tl1ese 

probabilities, providing partial evidc11ce for tl1e asst11nption of MAR, ancl tl1t1s tl1ese ,,nrinblcs 

are incorporated i11to tl1c irnJJutation 1nodel for respective i1c111s 
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Table 4.9: Logistic regression of nonresponse on item l of RSES on some selected variables 

Variable 

Age 

Sex (Female) 

Male 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Religion {Christianity) 

Islam 

Area of Residence (Urban) 

Rural 

Family type (Monogamy) 

Polygamy 

Family status (Parents are together) 

Parents are divorced 

Parents are separated 

Single mother 

Father's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Mother's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

• 

Father's occupation (Civil servant) 

Farming 

Trading 

Employee of private 

organization 

Others 

Standard 
Coefficient 

Error 

95% C.I. for odds 

ratio 

Lower Upper 

-0.088 0. 753 0.209 4.011 

-0.640

0.670 

-1.340

0.983

-1.675

-0.384

-0.818

1.549* 

-0.595

-0.343

-0.585

0.518

-0. 765

-1.125

2.912

1.565

1.672* 

-0.797

0.524

-1.021

1.607

0.875 

0.665 

0.092 

1.532 

0.957 0.081 

1.132 0.213 

1.298 0.021 

0.963 0.404 

1.413 0.012 

0.843 0.131 

0.960 0.067 

0.764 1.053 

1.114 0.062 

0.899 0.122 

1.431 

0.959 

1.426 

0.138 

0.659 

0.116 

0.677 0.168 

1.779 3.246 

0.975 1.849 

0.678 1.411 

1.210 

0.714 

1.162 

1.084 

0.893 

0.624 

0.866 

0.800 

0.139 

0.842 

0.116 

1.733 

1.004 

1.058 

0.471 

2.121 

3.444 

17.961 

3.337 

17.654 

2.989 

3.557 

2.898 

21.021 

4.894 

4.132 

2.248 

4.276 

1.869 

0.628 

38.222 

12.374 

20.097 

1.466 

3.388 

1.118 

14.352 

5.730 

3.573 

2.551 

10.095 

Significance marker. • p < 0.05 
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4.3.1 Predictors of nonresponse on item 1 

Table 4.9 above shows the result of a multiple logistic regression model estimation for 

nonresponse on item 1 of the RSES as a function of age, sex, school, class, religion, area of 

residence, fan1ily type, family status, father's education, mother's edt1cation, and father's 

occupation. We found tl1at the effect of religion is significant ( p = 1.549, p < 0.05), as well 

as the effect of father's education ( /J = 1.672, p < 0.05). Hence the data provide sufficient 

evidence that the missing data mechanism governing nonresponse on item l of tl1e RSES is 

not MCAR. Consequently, in tl1e ordinal logistic imputation model specified for item I of the 

RSES only religion and father's education were used as predictors of the missing values on 

tl1e item. 

• 
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Table 4.10: Logistic regression of nonresponse on item 2 of RSES on some selected variables 

Variable Coefficient 
Standard 

Error 

95% C.I. for odds 

ratio 

Age 

Sex (Female) 

Male 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Area of Residence (Urban) 

Rural 

Family type (Monogamy) 

Polygamy 

Family status (Parents are together) 

Parents are divorced 

Parents are separated 

Single mother 

Father's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Father's occupation (Civil servant) 

Farming 

Trading 

Employee of private 

organization 

Others 

Lower Upper 

0.259 1.467 0.073 22.993 

-0.667

-0.045

-0.099

-0.477

-1.557

1.065 

0.127 

4.364 * 

-2.92*

-6. 799

1.286

-5.597

1.683 

-3.911

0.836

-2.574*

-0.124

0.045

0.247 

-0.103 

0.633 

0.967 

0.791 

0.841 

0.033 

0.681 

0.925 

0.148 

0.144 

0.192 

0.119 

0.204 

0.764 

0.185 

1.621 3.277 

1.306 0.004 

0.286 0.001 

0.792 0.767 

1.027 0.001 

1.384 

1.046 

0.822 

1.205 

1.048 

0.775 

0.683 

0.859 

0.357 

0.007 

0.46 

0.007 

0.113 

0.229 

0.336 

0.390 

1.775 

6.36 

4.269 

3.227 

1.034 

11.014 

6.961 

182.71 

0.697 

1.331 

17.067 

2.793 

81.104 

0.056 

11.556 

0.808 

6.882 

4.775 

4.888 

2.361 

Significance marker: * p < 0.05 
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4.3.2 Predictors of nonresponse on item 2 

Table 4.10 above shows the result of a multiple logistic regression model estimation for 

nonresponse on item 2 of the RSES as a function of age, sex, school, class, area of residence, 

family type, family status, father's education, and father's occupation. We found that the 

effect of area of residence is significant ( /J = 4.364, p < 0.05), as well as the effect of fan1ily 

type ( /3 = -2.92, p < 0.05) and father's education ( /J = -2.547, p < 0.05). Hence the data 

provide sufficient evidence tl1at tl1e missing data mecl1anism governing nonresponse on item 

2 of the RSES is not MCAR. Consequently, in the ordinal logistic imputation model specified 

for ite1n 2 of the RSES only area of residence, family type, and father's education were t1sed 

as predictors of tl1e missing values on tl1e item. 
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Table 4.11: Logistic regression of nonresponse on item 3 of RSES on some selected variables 

Variable 
Standard 

Coefficient 
Error 

Age 1.494 1.161 

Sex (Female) 

Male 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Area of Residence 

(Urban) 

Rural 

Family type {Monogamy) 

Polygamy 

1.445* 

-0.382

-0.079

1.466

-0.408

-0.322

0.362

1.82* 

-0.724

Family status {Parents are together) 

Parents are divorced 1.282 

Parents are separated 

Single mother 

Father's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Mother's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

1.672* 

-1.177

1.05 

-2.201

1.574

1.721

-1.099 

-1.335 

-1.443 

-1.913 

0.674 

1.071 

0.818 

0.97 

0.98 

0.757 

0.755 

0.819 

0.788 

1.944 

0.678 

0.785 

1.519 

1.964 

0.881 

0.91 

2.663 

1.248 

0.966 

1.025 

Significance marker: * p < 0.05 

43 

95% C.I. for odds 

ratio 

Lower Upper 

0.457 43.379 

1.132 

0.084 

0.186 

0.647 

0.097 

0.164 

0.327 

1.24 

0.104 

0.542 

1.411 

0.143 

0.145 

0.016 

0.859 

0.938 

0.025 

0.078 

0.036 

0.020 

15.896 

5.57 

4.595 

28.998 

4.535 

3.193 

6.312 

30.706 

2.269 

23.984 

20.097 

0.663 

56.121 

0.751 

27.142 

33.271 

4.470 

0.889 

1.567 
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4.3.3 Predictors of nonresponse on item 3 

Table 4.11 above shows the result of a multiple logistic regression modeJ estimation for 

nonresponse on item 3 of the RSES as a function of age, sex, school, class, area of residence, 

family type, family status, father's education, and mother's education. We found that the 

effect of sex is significant ( /3 = 1.445, p < 0.05), as well as the effect of area of residence (

/3 = 1.82, p < 0.05) and family status ( /3 = 1.672, p < 0.05). Hence the data provide

sufficient evidence that the missing data mechanism governing nonresponse on item 3 of the 

RSES is not MCAR. Consequently, in the ordinal logistic impt1tation model specified for 

ite1n 3 of the RSES only sex, area of residence, and family status were used as predictors of 

the missing values 011 the item. 
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Table 4.12: Logistic regression of nonresponse on item 4 of RSES on some selected variables 

Variable Standard 95% C.r. for odds ratio 

Age 

Sex (Female) 

Male 

School {Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class {SSS 2) 

sss 1 

sss 3 

Area of Residence (Urban) 

Rural 

Family type (Monogamy) 

Polygamy 

Family status (Parents are together) 

Parents are divorced 

Parents are separated 

Single mother 

Father's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Mother's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Father's occupation (Civil servant} 

Farming 

Trading 

Employee of private 

organization 

Others 

Mother's occupation (Trading) 

Farming 

Civil servant 

Employee of private 

organization 

Others 

Coefficient 
Error Lower 

1.649 1.227 0.469 

0.908 

1.158 

-1.006

2.541

2.028

-1.306

-1.951

1.289 

-2.162

-1.727

-0.937

-5.351

1.286 

-5.597

3.486** 

0.127 

-1.797

-2.661

-1.112

1.929

-1.568

0.259

0.296 

-0.299

-2.815

-2.639*

-2.962

·0.676 

1.366 0.17 

1.499 0.169 

2.094 0.047 

1.594 0.558 

1.293 0.603 

2.717 0.019 

1.387 0.009 

1.19 0.353 

2.096 0.015 

0.832 0.079 

1.893 0.010 

4.867 0.000 

0.792 0.767 

1.027 0.001 

1.226 3.727 

0.925 0.185 

2.331 0.017 

1.588 0.015 

2.015 0.046 

2.048 0.124 

2.028 0.029 

1.467 0.073 

1.321 0.101 

1.616 0.031 

6.243 

1.288 

2.021 

1 642 

0.000 

0.006 

0.001 

0.02 

Significance marker • p < 0.05 
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Upper 

57.632 

3.059 

16.087 

24.817 

89.051 

95.841 

3.831 

2.156 

37.358 

0.888 

0.400 

16.028 

0.546 

17.067 

2.793 

92.71 

6.961 

1.609 

0.329 

2.346 

30.948 

1.506 

22.993 

17 894 

17.611 

26.362 

0.893 

2.718 

12.703 
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4.3.4 Predictors of nonresponse on item 4 

Table 4.12 above shows the result of a multiple logistic regression model estimation for 

nonresponse on item 4 of the RSES as a function of age, sex, school, class, area of residence, 

family type, family status, father's education, mother's education, father's occupation, and 

111other's occupation . We found that the effect of father's education is significant ( /J = 

3.486, p < 0.05), as well as the effect of 1nother's occupation ( /J = -2.639, p < 0.05). Hence

the data provide sufficient evidence that the missing data mechanism governing nonresponse 

on item 4 of the RSES is not MCAR. Consequently, in the ordinal logistic imputation model 

specified for item 4 of the RSES only father's education and 1nother's occupation were used 

as predictors of the 1nissing values on the item. 
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Table 4.13: Logistic regression of nonresponse on item 5 of RSES on some selected variables 

Variable 

Age 

Sex (Female) 

Male 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Area of Residence (Urban) 

Rural 

Family type (Monogamy) 

Polygamy 

Family status (Parents are together) 

Parents are divorced 

Parents are separated 

Single mother 

Father's occupation (Civil servant) 

Farming 

Trading 

Employee of private 

organization 

Others 

Mother's occupation {Trading) 

Farming 

Civil servant 

Employee of private 

organization 

Others 

Standard 
Coefficient 

Error 

95% C.I. for odds 

ratio 

Lower Upper 

1.579 1.58 0.219 17.295 

-0.47

0.461 

-0.088

0.125

0.196

-0.817

-0.18

1.179 

0.129 

0.039 

-0.883

-0.595

-0. 797

1.549* 

0.665 

0.875 

-0.232

-0.008

0.11 

0.373 

0.591 0.196 

0.73 0.379 

0.753 0.209 

0.73 0.271 

1.542 0.059 

0.721 0.108 

0.766 0.186 

1.527 0.163 

0.604 0.348 

1.672 0.039 

1.113 0.047 

1.114 0.062 

1.21 0.042 

0.764 1.053 

0.624 0.572 

0.893 0.417 

1.533 0.039 

0.578 0.32 

0.783 0.241 

1.159 0.15 

1.991 

6.635 

4.011 

4.738 

24.97 

1.814 

3.745 

64.79 

3.715 

27.542 

3.665 

4.894 

4.834 

21.021 

6.607 

13. 795

16.006 

3.077 

5.177 

14.085 

Significance marker: * p < 0.05 
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4.3.5 Predictors of nonresponse on item 5 

Table 4.13 above shows the resuJt of a .multiple logistic regression model estimation for 

nonresponse on item 5 of the RSES as a function of age, sex, school, class, area of residence, 

family type, father's occupation, and mother's occupation . We found that the effect of 

fatl1er's occupation is significant ( P = 1.549, p < 0.05). Hence the data provide sufficient 

evidence that the missing data mechanism governing nonresponse on item 5 of the RSES is 

not MCAR. Consequently, in the ordinal logistic imputation 1nodel specified for item 5 of the 

RSES only father's occupation was used as predictors of the missing values on the ite1n. 
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Table 4.14 Logistic regression of nonresponse on item 6 of RSES on some selected variables 

Age 

Sex (Female) 

Male 

Variable 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Area of Residence (Urban) 

Rural 

Family type (Monogamy} 

Polygamy 

Mother's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Father's occupation (Civil servant} 

Farming 

Trading 

Employee of private organization 

Others 

Mother's occupation (Trading) 

Farming 

Civil servant 

Employee of private organization 

Others 

Coefficient 

2.086 

-0.025

0.025 

-1.137

-0.681

-0.609

1.116 

0.001 

-1.547

-0.542

0.322 

-2.199

0.953

-0.584

-0.079

-0.826

-0.242

-1.380

0.843 

0.461 

1.134 

0.075 

Standard 

Error 

1.76 

0.51 

0.756 

0.8 

0.837 

0.749 

0.584 

0.869 

2.103 

0.607 

1.391 

1.832 

0.794 

1.076 

0.788 

0.769 

0.646 

1.172 

1.383 

0.613 

0.719 

1.170 

Significance marker: * p < 0.05 

4,9 

95% C.I. for odds 

ratio 

Lower Upper 

0.256 53.559 

0.359 

0.233 

0.067 

0.098 

0.125 

0.973 

0.182 

0.003 

0.177 

0.09 

0.003 

0.547 

0.068 

0.197 

0.097 

0.221 

0.025 

0.155 

0.477 

0.759 

0.109 

2.652 

4.514 

1.54 

2.608 

2.36 

9.585 

5.497 

13.131 

1.911 

21.068 

4.023 

12.301 

4.598 

4.329 

1.977 

2.785 

2.501 

34.926 

5.279 

12. 734 
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4.3.6 Predictors of nonresponse on item 6 

Table 4.14 above shows the result of a mtiltiple logistic regression model estimation for 

nonresponse on item 6 of the RSES as a function of age, sex, school, class, area of residence, 

family type, father's occupation, and mother's occupation . We found that none of these 

variables has significant effect on the pattern of missingness on this item. Hence there is no 

sufficient evidence that the missing data mechanism governing nonresponse on item 6 of tl1e 

RSES is not MCAR. Consequently, in tl1e ordinal logistic imputation model specified for 

ite1n 6 of the RSES only a nonzero regression parameter was used. 
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Table 4.15 Logistic regression of nonresponse on item 7 of RSES on some selected variables 

Variable 

Age 

Sex (Female) 

Male 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Religion (Christianity) 

Islam 

Area of Residence (Urban} 

Rural 

Family type (Monogamy) 

Polygamy 

Father's occupation (Civil servant} 

Farming 

Trading 

Employee of private 

organization 

Others 

Mother's occupation (Trading) 

Farming 

Civil servant 

Employee of private 

organization 

Others 

Standard 
Coefficient 

Error 

95% C.I. for odds 

ratio 

Lower Upper 

0.179 1.116 0.134 10.649 

-1.339

1.579 

0.196 

-0.232

0.039

-0.376

0.373

1.672* 

2.912 

1.179 

1.565 

-1.152

-1.021

1.607 

1.872 

1.932 

-0.053

0.179 

1.243 0.023 

1.58 0.219 

1.542 0.059 

1.533 0.039 

1.672 0.039 

1.396 0.044 

1.159 0.15 

0.678 1.411 

1.779 0.562 

1.527 0.163 

0.975 0.708 

1.225 0.029 

1.162 0.037 

1.084 0.596 

1.162 0.666 

1.765 0.217 

1.082 0.114 

1.116 0.134 

2.997 

17.295 

24.97 

16.006 

27.542 

10.597 

14.085 

20.097 

61.446 

64.79 

32.298 

3.484 

3.514 

41.786 

63.482 

29.533 

7.912 

10.649 

Significance marker: * p < 0.05 

51 

UNIV
ERSITY O

F IB
ADAN LI

BRARY

AFRICAN DIGITAL HEALTH REPOSITORY PROJECT



4.3. 7 Predictors of nonresponse on item 7 

Table 4.15 above shows the result of a multiple logistic regression model estimation for 

nonresponse on item 7 of the RSES as a function of age, sex, school, class, religion, area of 

residence, family type, father's occupation, and n1other's occupation . We found that the 

effect of religion is significant ( fl = 1.672, p < 0.05). Hence the data provide sufficient 

evidence that the missing data mechanism governing nonresponse on item 7 of the RSES is 

not MCAR. Consequently, in the ordinal logistic imputation model specified for item 7 of the 

RSES only religion was used as predictors of the missing values on the item. 
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Table 4.16 Logistic regression of nonresponse on item 8 ofRSES on some selected variables 

Variable 

Age 

Sex {Female) 

Male 

School {Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class {SSS 2) 

sss 1 

sss 3 

Family type (Monogamy) 

Polygamy 

Family status (Parents are together} 

Parents are divorced 

Parents are separated 

Single mother 

Father's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Mother's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Father's occupation (Civil servant} 

Farming 

Trading 

Employee of private 

organization 

Others 

Standard 
Coefficient 

Error 

95% C.I. for odds 

ratio 

Lower Upper 

-0.512 0.695 0.153 2.338 

1.002 

-1.138

-1.085

0.264

-1.048

0.715 

0.616 

-0.343

1.289 

-0.530

0.457

1.128 

1.649 

1.61 

-0.199

0.092 

1.532 

-0.514

0.804

-0.022

1.636* 

-0.202

-0.382

0.676 0. 724 10.25 

1.03 0.043 2.412 

1.015 0.046 2.471 

1.076 0.158 10.731 

1.032 0.046 2.648 

0.815 0.414 10.095 

1.008 0.257 13.347 

0.899 

1.19 

1.249 

1.156 

1.61 

1.227 

0.923 

1.189 

0.866 

0.800 

0.971 

1.067 

1.196 

0.72 

1.597 

1.418 

0.122 

0.353 

0.051 

0.164 

0.132 

0.469 

0.82 

0.08 

0.471 

2.121 

0.089 

0.276 

0.094 

1.253 

0.036 

0.042 

4.132 

37.358 

6.806 

15.238 

72.511 

57.632 

30.552 

8.423 

2.551 

10.095 

4.013 

18.085 

10.211 

21.046 

18.696 

11.002 

Significance marker: * p < 0.05 
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4.3.8 Predictors of nonresponse on item 8 

Table 4.16 above shows the result of a multiple logistic regression model estimation for 

nonresponse on item 8 of the RSES as a function of age, sex, school, class, family type, 

family status, father's education, mother's education, and father's occupation . We found that 

the effect of father's occupation is significant ( P = 1.636, p < 0.05). Hence the data provide

sufficient evidence that tl1e missing data 1necl1anism governing nonresponse on item 8 of tl1e 

RSES is not MCAR. Consequently, in the ordinal logistic imputation model specified for 

ite1n 8 of the RSES only fatl1er's occupation was used as predictors of the missing values on 

tl1e item. 

, 
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Table 4.17 Logistic regression of nonresponse on item 9 of RSES on some selected variables 

Variable 

Age 

Sex (Female) 

Male 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Area of Residence (Urban) 

Rural 

Family type (Monogamy) 

Polygamy 

Father's education (Tertiary} 

No formal education 

Primary 

Secondary 

No idea 

Mother's education (Tertiary} 

No formal education 

Primary 

Secondary 

No idea 

Father's occupation (Civil servant) 

Farming 

Trading 

Employee of private 

organization 

Others 

Mother's occupation (Trading) 

Farming 

Civil servant 

Employee of private 

organization 

Others 

Standard 
Coefficient 

Error 

95% C.I. for odds 

ratio 

Lower Upper 

1.721 0.91 0.938 33.271 

-0.36

0.68 

0.079 

0.343 

-0.382

-1.438

1.445* 

-0.079

1.466 

0.621 

-0.154

0.854

-1.246

0.912 

0.313 

-0.678

1.561

0.34 

1.672* 

0.523 

0.029 

2.209 

0.767 

1.289 

0.692 

0.895 

0.875 

0.972 

1.071 

1.135 

0.674 

0.18 

0.342 

0.195 

0.21 

0.084 

0.026 

1.132 

0.818 0.186 

0.97 0.647 

1.507 

1.488 

0.967 

1.132 

1.513 

1.213 

1.32 

1.028 

1.079 

0.678 

0.785 

1.052 

0.097 

0.046 

0.353 

0.031 

0.128 

0.127 

0.038 

0.635 

0.169 

1.411 

0.363 

0.131 

2.711 

11.399 

6.014 

9.476 

5.57 

2.196 

15.896 

4.595 

28.998 

35.675 

15.851 

15.624 

2.645 

48.276 

14.743 

6.741 

35.76 

11.648 

20.097 

7.857 

8.093 

1.295 0 719 115.356 

0.857 0.402 

0.819 1.24 

1 129 0.397 

11.541 

30 706 

33.152 

Significance marker • p < 0 05 
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4.3.9 Predictors of nonresponse on item 9 

Table 4.1 7 above shows the result of a multiple logistic regression model estimation for 

nonresponse on item 9 of tJ1e RSES as a function of age, sex, school, class, area of residence, 

family type, father's education, mother's education, father's occupation and mother's 

occupation. We found that the effect of class is significant ( P = 1.445, p < 0.05), as well as 

father's occupation ( P = I .672, p < 0.05), mother's occupation ( P = I .82, p < 0.05). Hence 

the data provide sufficient evidence that the missing data mechanism governing nonresponse 

011 item 9 of the RSES is not MCAR. Consequently, in the ordinal logistic imputation model 

specified for itetn 9 of tl1e RSES only class, father's occupation, and n1other's occupatio11 

were used as predictors of the missing values on tl1e item. 
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Table 4 18 Logist" · Jc regression of nonresponse on item 10 ofRSES on some selected variables

Variable 

Age 

Sex (Female) 

Male 

School (Amoye) 

Comprehensive 

Victory College 

St. Louis 

Govt. College 

Class (SSS 2) 

sss 1 

sss 3 

Area of Residence (Urban) 

Rural 

Family type (Monogamy) 

Polygamy 

Father's education (Tertiary) 

No formal education 

Primary 

Secondary 

No idea 

Father's occupation (Civil servant) 

Farming 

Trading 

Employee of private 

organization 

Others 

Mother's occupation (Trading) 

Farming 

Civil servant 

Employee of private 

organization 

Others 

Standard 
Coefficient 

Error 

95% C.I. for odds 

ratio 

Lower Upper 

0.372 0.883 0.257 8.194 

-0.216

2.086 

-1.547

-2.199

0.244 

1.97 

2.293 

1.796 

1.286 

0.836 

4.305** 

3.358 

0.045 

0.247 

0.126 

-0.542

-0.124

0.837

-2.231

1.774 

1.476 

1.76 

2.103 

1.832 

1.882 

1.426 

0.045 

0.256 

0.003 

0.003 

0.032 

0.438 

2.161 0.144 

1.366 0.415 

0.792 

0.822 

1.516 

1.993 

0.767 

0.46 

3.792 

0.578 

0.775 0.229 

0.683 0.336 

1.541 0.055 

2.795 0.002 

1.048 0.113 

1.484 0.126 

2.544 0.001 

2.564 0.039 

14.542 

53.559 

13.131 

4.023 

50.999 

117.382 

684.206 

87.583 

17.067 

11.556 

145.853 

128.591 

4.775 

4.888 

23.234 

89.282 

6.882 

42.367 

15.735 

97.133 

Significance marker: * p < 0.05 
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Predictors of nonresponse on item l OTab]e 4.18 above shows the result of a multiple logistic 

regression model estimation for nonresponse on item IO of the RSES as a function of age, 

sex, school, class, area of residence, family type, father's education, father's occupation and 

mother's occupation. We found that the effect of father's education is significant ( P = 4.305, 

p < 0.0 I). Hence the data provide sufficient evidence that the missing data mechanism 

governing nonresponse on item JO of the RSES is not MCAR. Consequently, in the ordinal 

logistic imputation 1nodel specified for item 1 O of tl1e RSES only father's education ,vas used 

as predictors of the missing values on the item. 
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4.4 Modelling self-esteem befo d ft . 
re an a er imputation

Table 4.19 shows the distribution of
. . 

m1ss1ngness on the RSES alongside some descriptive 

statistics. 

Table 4 19· Sum t t· · · · mary s a 1st1cs for the RSES items prior to imputation

Number of responses Percent 

Item Observed Missing Median Minimum Maximum 

Rl 474 16 3.3 2 0 3 

R2 482 8 1.6 1 0 3 

R3 483 7 1.4 2 0 3 

R4 475 15 3.1 2 0 3 

RS 474 16 3.3 1 0 3 

R6 470 20 4.1 2 0 3 

R7 469 21 4.3 2 0 3 

R8 481 9 1.8 1 0 3 

R9 467 23 4.7 2 0 3 

RlO 465 25 5.1 2 0 3 

Tl1ere were 25 (5.1 %) nonresponses on the tenth item, r l  0, of tl1e scale, thus the item presents 

the largest percentage no11response across the items of the scale, while r3 has the lowest 

amount of 1nissing data (7, 1.4%). Overall, in additio11, more than half of tl1e items l1ad 

percentage nonresponse of at least 3.3. Furthermore, Table A. I shows the missing data 

patterns for all the cases with missing data 011 the RSES. This shows that the pattern of 

1nissingness 011 this scale is arbitrary.
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Table 4.20 shows that after imputation no nonresponse exists in the dataset. Furthe1111ore, the 

summary statistics did not differ much from that in Table 4.19. 

Table 4.20: Summary statistics for the RSES items after imputation 

Number of responses Percent 

Item Observed Missing Median Minimum Maximum 

Rl 490 0 0 1 0 3 

R2 490 0 0 1 0 3 

R3 490 0 0 2 0 3 

R4 490 0 0 2 0 3 

RS 490 0 0 1 0 3 

R6 490 0 0 2 0 3 

R7 490 0 0 2 0 3 

RS 490 0 0 1 0 3 

R9 490 0 0 1 0 3 

RlO 490 0 0 2 0 3 
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Table 4.21: A regression model fio d t _. r e er1n1nants of If t se -es eem before and after imputation

Variable 

Sex (Female) 

Male 

Class (SSS 2) 

sss 1 

sss 3 

m 

1 

2 

3 

4 

5 

1 

2 

3 

4 

5 

1 

2 

3 

4 

5 

Coefficient 

4.486***

3.460 

4.060 

4.388 

4.444 

4.227 

4.116***

6.93**

6.738 

6.977 

6.943 

6.637 

6.059 

6.671 ***

2.696 

2.491 

2.548 

2.512 

2.383 

2.161 

2.419 

Standard 

Error 

1.114 

0.540 

0.583 

0.632 

0.687 

0.748 

0.826 

1.217 

0.815 

0.888 

0.968 

1.053 

1.145 

1.138 

1.651 

1.370 

1.442 

1.489 

1.510 

1.506 

1.493 

Significance marker: * p < 0.05 

m· Regression model estimates using imputed dataset m = 1, ... ,5. 

95% C.I. 

Lower Upper 

2.296 6.676 

2.398 4.522 

2.915 5.206 

3.147 5.630 

3.095 5.793 

2.758 5.696 

2.959 5.273 

4.537 9.323 

5.137 8.339 

5.232 8.722 

5.042 8.845 

4.568 8.707 

3.809 8.309 

5.327 8.014 

-0.55 5.942 

-0.201 5.184 

-0.286 5.382 

-0.414 5.438 

-0.585 5.350 

-0.798 5.119 

-0.515 5.354 

The first unlabelled row presents estimates before imputation. 

The last unlabelled row presents after-imputation pooled estimates. 
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4.4.1 Description of Table 4.21

Table 4-21 presents the effects of sex and class of adolescent students on their level of self-

esteem before imputation and at h · eac 1mputat1on step. The table aJso shows the pooled

effects, standard errors and 95% confidence interval.

In Table 4.21, it was observed that male respondents had a significantly higl1er self-esteem 

score before imputation ( P = 4.116, p < 0.00 I) and after imputation ( p = 4.486, p < 0.001) 

tl1an their female counterpart. Exa1nination of the raw and pooled standard errors of tl1e 

regression estimate reveals about 26% relative reduction and hence, a more precise estimate 

with narrower 95% confidence interval. 

Si1nilarly, adolescent students in the SSS I class had significantly higl1er self-esteem score 

before i1nputation ( p = 6.930, p < 0.01) and after imputation ( P = 6.671, p < 0.00 I) tl1an tl1e 

SSS 2 students with a relative reduction in standard error of abot1t 6% and l1ence, a more 

precise with narrower 95% co11fidence interval. Also, adolescent students i11 tl1e SSS 3 class 

had l1igl1er self-esteem score before imputation ( /J = 2.696) and after i1nputatio11 ( /J = 2.419) 

tlian tlie SSS 2 studer1ts, }1owever, tl1is result is found not to be significa11t at eacl1 imputation 

step. 

62 

UNIV
ERSITY O

F IB
ADAN LI

BRARY

AFRICAN DIGITAL HEALTH REPOSITORY PROJECT



Table 4.22: A regression model for determinants of self-esteem before and after imputation

Variable 
Standard 95% C.I. 

Coefficient 
Error 

Family status (Parents are together) 

Parents are divorced 

-4.464* 2.084 

1 -3.079 1.403 

2 -4.006 1.365 

3 -4.544 1.320 

4 -4.695 1.268 

5 -4.457 1.208 

-4.156* 1.827 

Parents are separated 

-1.282 2.118 

1 -2.198* 0.906 

2 -1.592 0.890 

3 -1.006 0.924 

4 -0.440 1.010 

5 0.106 1.147 

-1.026 1.972 

Single mother
2.300 2.256 

1 1.536 1.485 

1.817 1.686 

1.852 
1.902 

4 1.641 
2.131 

2.374 
1.184 5 

1.493 
2.419 

. · · arker: • P < O.OS
S1gn1f1cance m . uted dataset m = 1, .. ,5.

d I estimates using imp 

Lower 

-7.494

-5.835

-6.688

-7.138

-7.186

-6.830

-6.576

-5.447

-3.979

-3.341

-2.823

-2.425

-2.148

-5.848

-2.135

-1.381

-1.497

-1.885

-2.546

-3.480

-0.515

m. Regression mo e 
t'mates before imputation.

II d w presents es ' 
The first unlabe e ro 

ft _. putat1on pooled estimates.

The last unlabelled row pr esents a er ,m 
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Upper 

-1.434

-0.322

-1.323

-1.950

-2.204

-2.084

-1.736

2.883 

-0.418

0.156 

0.811 

1.545 

2.361 

3.796 

6.735 

4.453 

5.130 

5.588 

5.828 

5.849 

5.354 
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.. 

4.4.2 Description of Table 4.22

Table 4.22 presents the effects of famil Y status of adolescent students on their level of self-

esteem before imputation and at each · ta · impu t1on step. The table also shows the pooled 

effects, standard errors and 95% confidence interval.

1n Table 4.22, it was observed that aft · er 1mputat1on adolescent students whose parents are

divorced had a significantly lower self-esteem score before imputation ( fJ = -4.464, p < 0.05)

and after impt1tation ( /3 = -4.156, p < 0.05) than students whose parents are together.

Examination of the raw and pooled standard errors of the regression esti1nate reveals abot1t 

12o/o relative reduction and hence, a 1nore precise estimate and narrower 95% confide11ce 

interval. 

Stt1dents wl1ose parents are separated l1ad a lower self-esteem score before imputatio11 ( fJ = -

1.282) and after imputation ( /J = -1.026) when compared with students whose pare11ts are 

together. Although, a relative reduction of about 7% is found in its standard error, this result 

is not significant. Also, students with a single mother had a higher self-estee,n score before 

i1nputation ( fJ = 2.300) and after ilnputation ( /J = 2.4 I 9) when compared with students 

whose parents are together. This result is also not significant. However, examination of the 

raw and pooled standard errors of each regression estimate reveals a relative reduction in 

standard error of about 34% and hence, a narrower 95% confidence interval.
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Table 4.23: A regression model for determinants of self-esteem before and after imputation

Variable m Coefficient 
Standard 95% C.I. 

Error 
Father's education (Tertiary) 

No formal education 

1.677 3.726 

1 -1.573 3.029 

2 -2.007 3.200 

3 -2.174 3.284 

4 -2.072 3.283 

5 -1.703 3.196 

-1.906 3.277 

Primary 

-0.651 2.93 

1 0.642 2.638 

2 1.121 2.474 

3 1.440 2.321 

4 1.600 2.177 

5 1.602 2.044 

1.281 2.531 

Secondary 
1.95 -0.219

1 0.572 1.885 

0.548 1.780 

0.458 1.695 

4 0.402 1.627 

0.480 1.579 

0.492 1.719 

No idea 
3.534 2.111 

1 1.318 1.343 

0.132 
1.384 

1.495 0.748 

1.677 
0.166 

1.929 
0.386 5 

1.565 
0.550 

" p < 0.05 
1 ,5 Si n1ficance marker.

n imputed dataset m - '

Lower 

-5.65

-7.526

-8.295

-8.628

-8.524

-7.982

-8.346

-6.412

-4.541

-3.742

-3.121

-2.678

-2.415

-3.690

-4.052

-3.132

-2.950

-2.872

-2.796

-2.623

-2.885

-0.618

-1.321

-2.587

-2.190

-3.129

-3.404

-2.525

g 

odel estimates us1 g 
before imputation.m Regression m 

II d row presents estimates

pooled esttmates.The first unlabe e 

nts after-1mputat1on
II d row prese 

The last unlabe e 
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Upper 

9.004 

4.380 

4.280 

4.280 

4.379 

4.576 

4.535 

5.111 

5.826 

5.983 

6.001 

5.879 

5.618 

6.252 

3.614 

4.277 

4.047 

3.788 

3.600 

3.582 

3.87 

7.685 

3.957 

2.851 

3 686 

3.460 

4176 

3 625 
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4.4.3 Description of Table 4.23

Table 4.23 presents the effects of fathe , d r s e ucat1on on tud t' I s en s evel of self-esteem before 
imputation and at each imputation ste Th p. e table also shows the pooled effects, standard

errors and 95% confidence interval. 

1n Table 4-23, it was observed that after imputation student whose father had 110 fonnal

education had a lower self-esteem score ( fl = I 906) d t h' I 
· · - . as oppose o a 1g 1er pre-1mputat1on 

self-esteem score ( fl = 1 .677) compared to stude11ts whose father had a tertiary educatio11. 

Even tl1ough these results are not significant, examination of the raw and pooled standard 

errors of tl1e regressio11 estimate reveals about 12% relative reduction and l1ence, a precise 

estimate and narrower 95% confidence interval. 

Similarly, adolescent students who had no idea about their fathers' highest level of education 

had higher self-esteem score before imputation ( P = 3.534) and after imputation ( P = 0.550) 

than students whose father had a tertiary education with a relative reduction in standard error 

of about 25% and hence, a 11arrower 95% confidence interval. 

Although, the data failed to provide sufficient evidence that students whose parents had

primary and secondary education had a higher self-estee1n score before imputation and after

· 
· ( fl 1 281 d fl - o 492) tha11 students wl1ose fatl1er l1ad a tertiary education,

11nputat1on = . an - · 

b I 
· d t' ·n standard error of about I 4% and 12% respectively.

we o serve a re at1ve re uc 10n 1 
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Table 4.24: A regression model for determinants of self-esteem before and after imputation

Variable m Coefficient 
Standard 95% C.I. 

Error 
Mother's education (Tertiary)

No formal education 

Primary 

Secondary 

No idea 

1.612 3.498 

1 -4.073 2.942 

2 -4.178 3.162 

3 -4.311 3.280 

4 -4.472 3.295 

5 -4.660 3.208 

-4.339 3.243 

-2.772 2.201 

1 -2.202 2.656 

2 -2.814 2.455 

3 -2.423 2.241 

4 -2.028 2.015 

5 -2.629 1.777 

-2.419 2.349 

-0.512 1.563 

1 -0.438 1.331 

2 -0.407 1.118 

3 -0.417 0.942 

-0.408 0.804 

-0.370 0.702 

-0.408 0.98 

3.852* 0.819 

0.576 
4.048 1 

0.564 
4.017 2 

0.604 
3.906 3 

0.698 
3.716 4 

0.843 
3.448 5 

0.731 
3.827* 

rker • p < 0.05
, ed dataset m -= 1, .,5

Lower 

-5.265

-9.855

-10.392

-10.756

-10.947

-10.964

-10. 711

-5.607

-7.422

-7.637

-6.826

-5.987

-6.121

-7.034

-3.583

-3.053

-2.604

-2.268

-1.987

-1.749

-2.334

1.22 

2.917 

2.909 

2.718 

2.346 

1.791 

1.683 

Significance ma 

I st1mates using ,mput 

b fore imputation,mode e 
I ates e m. Regression

presents est m 
. oled estimates.

The first unlabelled row
sents after imputation po 

II d row pre 
The last unlabc e 
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Upper 

8.49 

1.709 

2.036 

2.134 

2.003 

1.643 

2.032 

5.394 

3.018 

2.010 

1.981 

1.932 

0.863 

2.196 

2.559 

2.177 

1.790 

1.434 

1.171 

1.010 

1.518 

6.484 

5.179 

5.124 

5 093 

5.087 

5.105 

5.971 
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4.4.4 Description of Table 4.24

Table 4.24 presents the effects of mother's ed t· uca ton on student's level of self-esteem before
imputation and at each imputation step The tabl I h · e a so s ows the pooled effects, standard
errors and 95% confidence interval. 

In Table 4 .24, it was observed that after imputation student whose motl1er l1ad no formal 

education had a lower self-esteem score ( /J = -4.339) as opposed to a higher pre-imputation 

self-esteem score ( /3 = 1.612) compared to stt1dents wl1ose mother had a tertiary education.

Even though these results are not significant, examination of the raw and pooled standard

errors of the regression estimate reveals about 7o/o relative reduction and hence, a precise

estimate and narrower 95% confidence interval.

Sitnilarly, the data failed to provide sufficient evidence that students wl1ose 1notl1er had 

pritnary and secondary education had a lower self-esteem score before i111pt1tation ( /3 = -

2.772 and /J = -0.512) and after imputation (/3 = -2.419 and /3 = -0.408) than students

h h h d t rt
. 

educat1·011 we observe a relative redt1ction in sta11dard error ofw ose mot er a a e 1ary 

about 7% and 37% respectively. 

h h d no idea about their motl1ers' higl1est level of
Meanwl1ile adolescent students w o a 

' 

. If score before impt1tation ( /3 = 3.852, p < 0.05)
edt1cation had significa11tly l11gl1er se -esteem

< o 05) t11ar1 students whose father had a tertiary
and after imputatio11 ( /J == 3.827, P 

. . atldard error of about 11 % and l1ence, a more precise
education witl1 a relative reduct1011 111 st 

. 
9501 tidence interval.estimate and narrower :ro con 
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4.4.4 Description of Table 4.24

Table 4.24 presents the effects of mother's ed t· uca ion on student's level of self-esteem before
imputation and at each imputation step The tabl I h · e a so s ows tl1e pooled effects, standard
errors and 95% confidence interval. 

ln Table 4.24, it was observed that after imputation student wl1ose mother l1ad no formal 

education had a lower self-esteem score ( /3 = -4.339) as opposed to a higher pre-imputation 

self-esteem score ( P = 1.612) compared to sh1dents whose mother had a tertiary education.

Even tl1ough these results are not significant, examination of tl1e raw and pooled standard

errors of the regression estimate reveals about 7o/o relative reduction and hence, a precise

esti1nate and narrower 95% confidence interval. 

Similarly, the data failed to provide sufficient evidence that students wl1ose motl1er had 

pritnary and secondary edt1cation had a lower self-esteem score before impL1tation ( /J = -

2. 7 72 and /J = -0. 512) and after imputation ( fJ = -2. 419 and fJ = -0. 40 8) than students 

I h h d t rt. educati'on we observe a relative reduction i11 standard error ofw 1ose mot er a a e 1ary 

abot1t 7% and 37% respectively. 

I h d no idea abot1t tl1eir motl1ers' highest level of
Mea11wl1ile adolescent students w 10 a 

' 

· f score before impt1tation ( /J = 3.852, p < 0.05)
edt1cation had significantly h1gl1er sel -esteem

< 0 OS) than students whose father had a tertiary 
and after imputation ( /3 == 3.827, P 

. . d d error of about 11 o/o and l1ence, a more precise
education with a relative reduction 111 statl ar 

estimate and narrower 95% confidetlce interval.
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Table 4.25: A regression model for determinants of self-esteem before and after imputation

Variable m Coefficient 
Standard 95% C.I. 

Error 

Father's occupation (Civil servant) 

Farming 

0.566 2.046 

1 -4.138 1.484 

2 -3.354 1.624 

3 -4.240 1.707 

4 -4.095 1.732 

5 -3.719 1.698 

-3.909* 1.811 

Trading 
-0.822 1.664 

1 -3.940 1.290 

-3.746 1.221 

3 -3.463 1.172 

4 -3.092 1.146 

5 -2.634 1.140 

-3.375* 1.522 

Employee of private organization

1.639 1.41 

1 -0.913 1.196 

2 -0.572 1.223 

3 -0.437 1.263 

4 -0.508 1.314 

1.377 -0.7845 
1.322 -0.643

Others 
1.416 1.912 

1 -3.006 1.268 

2 -3.259 1.400 

3 -3.282 1.589 

4 -3.077 1 835 

2.138 -2.6425 
1.726 

-3.053

r • p < O OS
S Sign1f1cance marke 

9 imputed dataset m - 1, ... , ·
el estimates us1n 

Lower 

-3.458

-7.053

-6.546

-7.594

-7.497

-7.056

-7.469

-4.095

-6.476

-6.144

-5.767

-5.344

-4.875

-6.365

-1.134

-3.263

-2.976

-2.919

-3.090

-3.489

-3.24

-2.344

-5.498

-6.010

-6.404

-6.682

-6.843

-6.445

m Regression mod 
t estimates before imputation.

II d row prcscn s 
The first unlabe e 

ftcr-1mputat1on pooled estimates.
d ow presents a 

The last unlabelle r 
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Upper 

4.59 

-1.222

-0.163

-0.886

-0.692

-0.381

-0.349

2.451 

-1.405

-1.347

-1.159

-0.841

-0.393

-0.384

4.412 

1.436 

1.832 

2.044 

2.074 

1.921 

1.954 

5.176 

-0.513

-0 508

-0.160

0.529

1.560

0.338
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4.4.5 Description of Table 4.lS

Table 4-25 presents the effects of father's occupation on student's Jevel of self-esteem before 

imputation and at each imputation step. The table also shows the pooled effects, standard 

errors and 95% confidence interval. 

In Table 4.25, it was observed that after imputation student whose father is a farn1er had a 

significantly lower self-esteem score ( /J = -3.909, p < 0.05) as opposed to a l1igher but 

insignificant pre-imputation self-esteem score ( /J = 0.566) compared to students whose 

father is a civil servant. Examination of the raw and pooled standard errors of the regression 

estimate reveals about 11 % relative reduction and l1ence, a more precise esti1nate and 

narrower 95o/o confidence interval. 

Sitnilarly, student whose father is a trader l1ad a significantly lower self-esteem score ( /J = -

3.375, p < 0.05) after itnputation as opposed to a lower but insignifica11t pre-irnputation self

esteem score ( /J = -0.822) compared to students whose father is a civil servant. We also 

observe about 11 o/o relative reduction in the raw and pooled standard errors of the regression 

estimates, and l1e11ce, a more precise estimate and narrower 95% confidence interval. 

However, the data failed to provide sttfficient evidence that students ,vhose fatl1er is a11 

employee of private organization and those whose fatl1er engages in otl1er occupation l1ad a 

higher self-estee1n score ( /J = 1.639 and /J = 1.416) before imputation a11d a lower self-

esteem score ( fJ = -0.643 and /J = -3 .053) after imputation than students wl1ose father is a 

civil serva11t. We observe a relative reduction in standard error of about 6% and 10°/o 

. respectively. 
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Table 4.26: A regression model fi d or eterm1nants of self-esteem before and after imputation

Variable m Coefficient 
Standard 95% C.I. 

Error Lower Upper Mother's occupation (Trading)
Farming 

2.081 3.948 -5.682 9.844 

1 0.262 3.302 -6.227 6.752 

2 0.370 3.519 -6.545 7.286 

3 0.223 3.592 -6.836 7.282 

4 0.219 3.522 -6.701 7.139 

5 0.260 3.307 -6.238 6.759 

0.267 3.453 -6.518 7.053 

Civil servant 

2.87 1.939 -1.143 6.484 

1 -2.789 2.161 -7.035 1.458 

2 -3.101 1.856 -6.748 0.546 

3 -2.811 1.604 -5.963 0.342 

4 -2.818 1.406 -5.580 -0.055

5 -2.522 1.261 -4.999 -0.045

-2.808 1.708 -6.164 0.549 

Employee of private organization 

2.937 1.836 -0.671 6.545 

1 1.031 1.199 -1.325 3.387 

2 1.643 1.153 -0.622 3.908 

3 1.969 1.152 -0.295 4.233 

4 2.009 1.197 -0.343 4.361 

5 1.763 1.288 -0.768 4.293 

1.683 1.384 -1.037 4.402 

Others 

-2.772 2.201 -7.099 1.555 

1 -0.694 1.819 -4.268 2.880 

2 -1.032 1.902 -4.769 2 706 

3 -1.174 1.932 -4.971 2.623 

4 -1.121 1.909 -4.873 2.630 

5 -0.874 1.833 -4.476 2.729 

-0.979 1.925 -4.761 2.803 

S1gnif1cance marker: • p < 0,05

m Regression model estimates using imputed dataset m = 1,. ,S

The first unlabelled row presents estimates before Imputation 

The last unlabelled row presents after 1mputat1on pooled estimates. 
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Table 4.26: A regression model fi d or eterm1nants of self-esteem before and after imputation

Variable m Coefficient Standard 95% C.I. 
Error Lower Upper 

Mother's occupation (Trading)
Farming 

2.081 3.948 -5.682 9.844 

1 0.262 3.302 -6.227 6.752 

2 0.370 3.519 -6.545 7.286 

3 0.223 3.592 -6.836 7.282 

4 0.219 3.522 -6.701 7.139 

5 0.260 3.307 -6.238 6.759 

0.267 3.453 -6.518 7.053 

Civil servant 

2.87 1.939 -1.143 6.484 

1 -2.789 2.161 -7.035 1.458 

2 -3.101 1.856 -6.748 0.546 

3 -2.811 1.604 -5.963 0.342 

4 -2.818 1.406 -5.580 -0.055

5 -2.522 1.261 -4.999 -0.045

-2.808 1.708 -6.164 0.549 

Employee of private organization 

2.937 1.836 -0.671 6.545 

1 1.031 1.199 -1.325 3.387 

2 1.643 1.153 -0.622 3.908 

3 1.969 1.152 -0.295 4.233 

4 2.009 1.197 -0.343 4.361 

5 1.763 1.288 -0.768 4.293 

1.683 1.384 -1.037 4.402 

Others 

-2.772 2.201 -7.099 1.555 

1 -0.694 1.819 -4.268 2.880 

2 -1.032 1.902 -4.769 2.706 

3 -1.174 1.932 -4.971 2.623 

4 -1.121 1 909 -4.873 2.630 

5 -0.874 1.833 -4.476 2.729 

-0.979 1.925 -4. 761 2.803 

S1gn1f1cance marker • p < 0 OS 

m Regression model estimates using imputed dataset m = 1, ,5 

The first unlabelled row presents estimates before 1mputat1on. 

The last unlabelled row presents after-imputation pooled estimates 
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Table 4.26: A regression model fj d or etermanants of self-esteem before and after imputation

Variable m Coefficient 

Mother's occupation (Trading)
Farming 

1 

2 

3 

4 

5 

Civil servant 

1 

2 

3 

4 

5 

2.081 

0.262 

0.370 

0.223 

0.219 

0.260 

0.267 

2.87 

-2.789

-3.101

-2.811

-2.818

-2.522

-2.808

Employee of private organization 

2.937 

1 1.031 

2 1.643 

3 1.969 

4 2.009 

5 1.763 

1.683 

Others 

-2.772

1 -0.694

2 -1.032

3 -1.174

4 -1.121

5 -0.874

-0.979

Standard 

Error 

3.948 

3.302 

3.519 

3.592 

3.522 

3.307 

3.453 

1.939 

2.161 

1.856 

1.604 

1.406 

1.261 

1.708 

1.836 

1.199 

1.153 

1.152 

1.197 

1.288 

1.384 

2.201 

1.819 

1.902 

1.932 

1.909 

1.833 

1.925 

S1gn1f1cance marker • p < 0.05 

m· Regression model estimates using imputed dataset m = 1,, ,5. 

95% C.I. 

lower Upper 

-5.682 9.844 

-6.227 6.752 

-6.545 7.286 

-6.836 7.282 

-6.701 7.139 

-6.238 6.759 

-6.518 7.053 

-1.143 6.484 

-7.035 1.458 

-6.748 0.546 

-5.963 0.342 

-5.580 -0.055

-4.999 -0.045

-6.164 0.549 

-0.671 6.545 

-1.325 3.387 

-0.622 3.908 

-0.295 4.233 

-0.343 4.361 

-0.768 4.293 

-1.037 4.402 

-7.099 1.555 

-4.268 2.880 

-4.769 2 706 

-4.971 2.623 

-4.873 2.630 

-4.476 2.729 

-4. 761 2.803 

The first unlabelled row presents estimates before Imputation. 

The last unlabelled row presents after-1mputat1on pooled estimates. 
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4.4.6 Description of Table 4.26

Table 4.26 presents the effects f th , 0 mo er s occupation on student's level of self-esteem
before imputation and at each · t · tmpu at1on step. The table also shows the pooled effects,

standard errors and 95% confidence interval.

Although we observe no significant effects in Table 4.26, student whose mother is a fanner 

l1ad a 11 igher self-esteem score before imputation ( p = 2.081) as opposed to a higher but 

reduced pre-imputation self-esteem score ( p = 0.267) compared to students whose mother is 

a trader. Examination of the raw and pooled standard errors of the regression reveals 12.5%

relative reduction and hence, a more precise estin1ate and narrower 95% confidence interval. 

Student whose mother is a civil servant l1ad a higl1er self-esteem score ( /J = 2.808) after 

i1nputation as opposed to a lower pre-imputation self-esteem score ( /J = -2.87) compared to 

students \Vl1ose mother is a trader. We also observe about 12% relative reduction i11 the raw 

and pooled standard errors of the regression estimates, and hence, a more precise estimate 

a11d narrower 95o/o confidence interval. 

Also, stt1dents whose 1notl1er is an ernployee of private organization and those whose mother 

e11gages in other occL1patio11 l1ad a l1igl1er self-estee1n score before and after imputation ( /J =

2.93 7, p = 1.683) and a lower self-esteem score before and after impt1tation ( fJ = -2. 772, /J 

= -0.979), respectively. We observe a relative redt1ctio11 in sta11dard error of about 25% a11d 

13% respectively. 

72 

UNIV
ERSITY O

F IB
ADAN LI

BRARY

AFRICAN DIGITAL HEALTH REPOSITORY PROJECT



CHAPTER FIVE

DISCUSSION, CONCLUSION AND RECOMMENDATION

5.1 Discussion 

Health researchers who carry out surveys, particularly those who collect data from self

reported scales will almost certainly be faced with the problem of missing data frequently. In 

tl1is study, we have presented a missing data analysis for the APF dataset that was collected 

so as to model psychosocial disorder among adolescents in some selected secondary scl1ools 

in Ekiti State. While it was recognized that imputing items on Strength and Diffict1lty 

Questionnaire and Centre for Epidemiological Studies Depression Scale for Children \¥Ot1ld 

have constituted a more complete stt1dy, we l1ave however limited tl1is analysis to the RSES. 

Hence, the report presented in this study is based on imputing tl1e RSES only. 

We found that significant esti1nates of the multiple linear regression paran1eters were given 

with relatively low standard errors. For example, male respondents had a significantly l1igher 

self-esteem score esti1nated witl1 relatively high precision, while adolescent students in the 

SSS 1 class also scored significantly high on the self-esteem scale. Also, tl1e esti1nated 

coefficient for stude11ts wl1ose parents were divorced was significantly lower score and witl1 

low standard error. 

Moreover, after accounting for 1nissing data 1necl1anis1n and employing imputation tnodels 

tliat fill in 1nissing observations witl1 plausible values from tl1e conditional distribution of tl1e 

missing variable in concern, estimates that were not significant became significa11t. Tl1is is 

trtie of father's occupation and n1other's education, so that students whose parents are farrners 

and traders had significantly lower score on RSES, while stude11ts wl10 had no idea of their 

mother's occupatio11 had significantly higher self-esteem score. 

In th is regard, M f a I most always prov ides estimates that are 1nore representat i\ e of the 

population parameter than popular 1nissing data techniques i1nplc1nentcd 111 1nost �tat1sucal 

software do, 1n particular, listwisc deletion.
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I 

i 

Apart from low statistical power a d 
. 

fl n in ated standard errors, researchers who criticize

I istwise deletion ( e g Lee and c 1. 20 · · ar in, IO; Schafer and Graham, 2002) often based their

arguments on its production of b · d 
. . 1ase pomt estimates due to the assumption that set of

observations with missing l d 
. va ues o not differ from set of observations with valid values.

Since for example student h h d 'd 
. ' , s w o a no I ea of their father's education were 1nore likely to 

miss item 1 of RSES, that assumption is suspect. similar conclusions were also made for 

items 2 throt1gl1 10 of RSES. With this bias in mind and given listwise deletion approacl1 to 

missing values, effects of socio-demographic variables on self-esteem were either 

underestimated or overesti1nated witl1 low precision. This agrees with the submission of 

Leeaw et al (2003) and Jeffrey (2003). 

5.2 Conclusion 

Tl1is study presents tl1e APF 1nultiple itnputation models a11d its implementation using FCS. 

After sl1owing tl1at 1nissing values in tl1e APF dataset do not follow the Missing Co1npletely 

at Random assumptions, we also justify the choice of MI approach in the context of several 

other missing data methods. 

Also, we sum1narize tl1e resulting parameter estimates of a linear regression model describing 

tl1e effect of some socio-de1nographic variables and self-esteem fron1 both dataset witl1 

missing valt1es and the imputed datasets obtained fro1n the mi ST A TA command. We observe 

that properly accounting for missi11g values with multiple imputations provides a useful and 

1nore reliable approach than listwise deletio11 1nethod.

5.3 Recommendations

Consequent upon the observation that multiple imputation provides a 1nore precise parameter 

estimates, we recommend MI and hope to see researchers properly accounting for m1ss1ng 

values using Ml technique in their analysis and methods in future health studies o as to 

ach 1eve substa11tial inf erer1cc.
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APPENDIX 

Table At: Missing data pattern on the RSES 

s/n n R3 R2 RS R4 RS R6 R1 R7 R9 R10 m 

1 398 398 

2 7 0 405 

3 1 0 0 409 

4 3 0 401 

5 1 0 0 409 

6 7 0 405 

7 1 0 0 417 

8 11 0 409 

9 1 0 0 413 

10 3 0 
401 

1 1 17 
0 415 

12 2 
0 0 428 

437 
• 

0 0 0 
13 1 

14 1 0 0 0 422 

413 0 0 
15 1 

415 0 0 
16 1 

407 0 
9 17 

18 2 
0 0 416 

414 
0 0 

19 1 
404 

0 
20 

408 
1 

0 0 
21 

412 0 0 

22 
406 

0 

23 1 0 

399 

24 1 0 

411 0 

25 1 0 

401 

26 3 0 

419 0 

1 
0 

27 
0 431 

0 0 
0 

28 1 
0 432 

0 0 0 
0 

29 1 
467 0 0 0 

0 0 0 0 

30 1 
490 0 0 0 

0 0 0 
0 0 

0 
31 3 0 

465 0 0 
0 0 0 

0 0 

32 1 0 0 
-

, 
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Sample Questionnaire
MODELLING PREDICTO RS OF ADOLESCENT PSYCHOSOCIAL FUNCTIONING

IN SECONDARY SCHOOLS IN IKERE-EKITI LOCAL GOVERNMENT AREA 

EKITI STATE, NIGERIA 

SECTION A: 
BACKGROUND INFORMATION (Tick the code as appropriate) 

1. What is your sex

2. 

3. 

4. 

5. 

What is your current age (fill the exact height)

What is your height (fill the exact height)

What is your height (fill the exact height)

What is the name of your school

6. What class are you

D Male 

7 What is your religion D Christianity D Islam 

D Others (please specify) 

D Female 

8. Area of residence D Rural area D Urban area 

, 

9. Ethnicity D Yoruba D Hausa/Fulani D lgbo 

10. 

11. 

Family type 

Family status 

D Others (please specify) 

D Monogamy D 

D Parents are together 

Polygamy 

D Parents are divorced 

D Parents are separated 

12. Father's highest level of education D No formal education 

D Secondary 

13. Father's occupation D Farming 

D Farming 

D Others (please specify) 

D 

D 

0 

D 

D Single mother 

Primary 

Tertiary D 

Trading 

Trading 

No idea 

14. Mother's highest level of education D No formal education

D Secondary 

D Primary 

D Tertiary 

D Trading 

D No idea 

15. Mother's occupation D Farming 

D Civil servant D Employee of private organ1sat1on 

D Others (please specify) 

16. Do you have friends of the opposite sex D Yes D No 

17. Have you felt disappointed / jilted by a friend who is an opposite sex D Yes D No 

18a Which of the following have you ever done with an opposite sex (You can tick more than one) 

D Kissing/Caressing D Sex D Petting 

18b. Which of the following have you ever done with a person of the same sex (You can t,ck more than one) 

D Kissing/Caressing D Sex D Petting 
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SECTION B: PSYCHOSOCIAL OUTCOMES 

A. . 
R�SENBERG SELF ESTEEM SCALE (RSES) 

Below 1s a list of statements dealing with 1 . 

you agree or disagree with each statem!�t�
r genera feelings about yourself. Please indicate how strongly

Strongly Agree Disagree Strongly 

Acree Disac ree 
� 

On the whole, I am satisfied with myself 3 2 1 0
At times I think I am no good at all 0 1 2 3 

I feel that I have a number of aood aualities. 3 2 1 0
I am able to do things as well as most other people 3 2 1 0
I feel I do not have much to be oroud of 0 1 2 3

6 I certainlv feel useless at times 0 1 2 3

7 I feel that I'm a person of worth, at least on an 3 2 1 0 

equal olane with others 
8 I wish I could have more respect for myself 0 1 2 3

9 All in all, I am inclined to feel that I am a failure 0 1 2 3 

10 I take a positive attitude toward myself 3 2 1 0 

Note: The filling of this questionnaire is voluntary 

B. STRENGTH AND DIFFICULTY QUESTIONNAIRE (SELF RATED} (cycle the code as appropriate)

• For each item, please mark the box for Not True, Somewhat True or Certainly True. 

• It would help us if you answered all items as best you can even if you are not absolutely certain or the item 

seems daft! Please give your answers on the basis of how things have been for you over the last six months.

Code Questions Not True Somewhat Certainly 

True True 

Se1 I trv to be nice to other people. I care about their feelings 0 1 2 

Sc1 I am restless, I cannot stav still for Iona 0 1 2 

Sa1 I qet a lot of headaches, stomach-aches or sickness 0 1 2

Se2 I usually share with others (food, aames, pens etc.) 0 1 2

Sb1 I aet verv anqrv and often lose mv temper 0 1 2

Sd1 I am usually on my own. I aenerally play alone or keep to myself 0 1 2 

Sb2 I usually do as I am told* 2 1 0 

0 1 2 

Sa2 I worrv a lot 
Se3 I am helpful if someone is hurt, upset or feelina ill 0 1 2 

Sc2 I am constantly fidgetina or sauirmina 0 1 2 

Sd2 I have one qood friend or more* 2 1 0 

Sb3 I fioht a lot. I can make other oeoole do what I want 0 1 2

Sa3 I am often unhappy, down-hearted or tearful 0 1 2

Sd3 Other peoole of my aae qenerally like me* 2 1 0 

Sc3 1 am easily distracted, I find it difficult to concentrate 0 1 2

Sa4 1 am nervous in new situations. I easily lose confidence 0 1 2

Se4 I am kind to younaer children 0 1 2

Sb4 I am often accused of lyina or cheatina 0 1 2 
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Sd4 Other children or vouna oeoole pick on me or bully me 0 , SeS I often volunteer to helo others ( arents, teachers, children} 0 1 Sc4 I think before I do th1nas* 
2 1 SbS I take thinqs that are not mine from home, school or elsewhere 0 1 SdS I aet on better with adults than with oeople mv own aae 0 l 

SaS I have many fears, I am easily scared
0 1 ScS I finish the work I'm doina. My attention is aood* 0 1 

C. CENTER FOR EPIDEMIOLOGICAL STUDIES DEPRESSION SCALE FOR CHILDREN (CES-DC)

Below is a list of the ways you might have felt or acted. 
Please check how much you have felt this way during the past week. 

Code Questions Not At All A Little Some 

1 I was bothered bv thinas that usually don't bother me 
2 I did not feel like eatino, I wasn't very hunqry 
3 I wasn't able to feel happy, even when my family or 

friends tried to help me feel better 
4 I felt like I was just as aood as other kids 
5 I felt like I couldn't pay attention to what I was do1no 
6 I felt down and unhaopy 
7 I felt like I was too tired to do thinos 
8 I felt like somethina aood was aoina to hapoen 

9 I felt like thine s I did before didn't work out nqht 

10 I felt scared 
11 I didn't sleep as well as I usually sleep 

12 I was happy 
13 I was more quiet than usual 

I felt lonely, like I didn't have any friends 14 

I felt like kids I know were not friendly or that they 15 

didn't want to be with me 

16 1 had a aood time 

17 I felt like crvina 

18 I felt sad 

19 1 felt people didn't like me 
It was hard to aet started doina thinas 20 
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