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Abstract 

INTRODUCTION: Likelihood plays an important role in para1neter esti.tnation. It is one of the tools used 
in estimating parameters of multilevel models, including multilevel binary logistic models. Cluster 
sampling scheme often introduces multilevel depende11cy amo11g clustered observations whereby samples 
from same cluster tends to have related characteristics but different from samples from other clusters. 
This dependency may render single-level statistical models inefficient in tl1e process parameter 
esti1nation. Despite the inadequacy of single-level estimates in the cluster data, public health researchers, 
lay little e111phasis on estunation technique. This l1as hitl1erto led to improper inferences. The aim of this 
resear9h is to evaluate different multilevel likelihood analysis estimation procedures including the 
traditional methods and to identify tl1e best parameter esti1nation 1nethocl in clustered data. 

• 

METHODOLOGY: Tl1is study utilized the 2012 National AIDS a11d Reproductive I-Iealth Survey 
(NARHS), a multistage stratified cluster dataset. Tl1e nationally re1)resentative survey used se1ni 
structured questio11naire to obtai11 info11nation 011 reproductive behavior of women aged 15-49 years, The 
use of 111odem co11traceptive was used as dependent variable wl1ile ages of respondents, place of 
reside11ce, wealtl1 status, religio11, education ru11011g otl1ers were tl1e independent variables. Tl1e standard 
binary logistic regressio11 \Vas f1rst con1pared witl1 1nultilevel binary logistic regression to obtain the 
percentage relative bias, then con1p,1rison of the perfor1na11ce of Penalized Quasi-Likelihood (PQL ), Non-. 
Adaptive Gaussian Quadratu1·e(NAGQ) and AdaJ)tive Gaussian Quadrature (AGQ) using XTMELOGIT 
and GLLAMM syt1tax in estimating para1neters for 111ulti-level logistic regression models were carried 
out. The compaii.so11s ,vere i11 tem1s of bias, nun1erical convergence, best fitted model and computational 
time. ST AT A versior1 12 and SPSS version 20 were used for data analysis at 5% significant level. 

RESULT: Using -2logL, AIC and BIC, as yardstick to dete1·mine the fitness of the models from the 
different likelihood esti1nation 1nethod. AGQ had highest values and lowest standard error and was 
considered the best model for both two and three le·vels logistic regression. PQL was less biased 
compared to the other m11ltilevel maximum likelihood methods, the conventional logistic model has 
o,1erestimated the parameters by about 2%, 19% and 20% compared to multilevel model using by the 
corresponding methods PQL, NAGQ and AGQ respectively. AGQ using XTMELOGIT syntax ga,,e 
the largest ICC result (ICC=0.20 I) which means 20% of the total variance is explained by the variance 
\\'lthin the cluster. The PQL method generate the smallest intral cluster correlation 
coefficient(ICC=0.052). Also current age of the respondents, their wealth index, place of residence. 
Education, religion and their cluster have significant contribution to modem contraceptive use. 

CONCLGSIO : The adaptive Gaussian quadrature (AGQ) perforrned better tl1an the Laplacian

approximation (NAGQ) and penalized quasi likelihood (PQL) when considering t\VO and three le, els. but 
PQ� perfo1111ed relatively \Veil 1n ter111 of unbias estimate. In ter1ns of computational t1111e AGQ ,, 1th. 
XT�1ELOGIT syntax ,vere adequate for t\\'o-]evel models while AGQ using GLL1-\Mt\,t s�·11ta, ,, 1" 
adequate for three levels Multilevel analysis should be encouraged in analyzing clu"tcr dntn rnthcr tl1,1n 
the trad1t1onal 1nd1\'Jdual level analysis. 

Ke\' v.-ords ( Juster survey, [ ... ikcl1hood, Adaptive Gaussian Quaclrnturc� I)c,1,1l11ctl qu,1�1 l1kcl1h()l)(l,
Lap)acian approximation, Aka1ke's inforrnat1on cr1tcr1a and Boycc;1an 1r1f<.)1111nt1nn cntcrii1.
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CH1\.PTER ONE 

1.1 Introduction 

Multilevel analysis also known as hierarchical modeling has bee11 used in the fields of education(Bryk & 

Raudenbush et al 2001 ), de1nography (J runes, 2003, He11nalin 1986 and Mason 1983 ), and sociology(• 

Guang & Hongxin 2000, DiPrete & Forristal 1994 ) to describe an analytical approach that allows the 

simultaneous examination of the effects of group-level and individual-level variables 011 individual-level 

outco1nes. Ove1· tl1e years, inte1·est in tl1e use of multilevel analysis to investigate public hea]th problems 

(Diez-RotLx 2000 and Duncan et al. 1998) has grown. Tl1is gro\vth l1as been sti1nulated in part by a 

resurgence of interest in tl1e pote11tial ecologicaJ 1nacro or group-level determinants of health and the 

notion tl1at variables referri11g to groups or to l1ow i11dividuals are related to eacl1 other within groups 1nay 

be releva11t to unde1·standing the distribution o·f l1ealtl1 outco1nes (Diez-Roux 2000, Duncan et al .1996, 

Susser· . 1994, V o·n Korff et al 1992). A second driving ·force in the use of 1nultilevel methods has been 

the accelerated development of tl1e statistical methods themselves (as well as the accompanying 

sofuvare) and the recognition tl1at they are applicable in a broad range of circumstances involving nested 

data structures. 

The availability of these complex statistical methods challenges public health researchers to articulate 

the@ries of the causes of disease that bring together factors at different levels. This will ensure that the0

metl1od does not become an end in itself, but rather serves as a tool to investigate more sophisticated and 

hopefully more realistic models of disease causation. 

1.2 An Overvie,,· of Multilevel Model 

l\1ultileve1 model is a statistical model of parameter that varies at more than one level (Bryk et al 2002). 

this model can be seen as generalization of linear model, although they can also extend· to nonlinear 

models. Multilevel model are particularly appropriate for research design where data for participant are 

organized at more than one level (i.e nested data). The unit of analysis is usually individual (at a lo,,,er 

}e\'el) who are nested in \Vithin aggregate unit (at high level) (Ki1n and Ka\vachi 2007). W111le the lo\, c�t 

le,,el of the data in mult,lcve] model is usually individual, repeated n1casurcmc11t of ind1\·1c.lt1ul n1n, be 
., 

examined. \1ulti)cvcl model provide an alternative type of analysis for t111i\ nrtalc or 111t1lt1, ariatc ,lnat�,-..1� 

of repeated measures.
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1.3 Advantages of Multilevel Analysis 

• 

Multilevel modeling offers several advantages. Some public health work was conceptualizecl as 

multilevel analysis but analyzed by traditional model, however, traditional linear or nonlinear models 

(that is single level model) do not enjoy all the ad.vantages that will be described. 

� A multilevel n1odel provides a convenient framework for studying multilevel data. Such 

frai11ework encourages a systematic analysis of how covariates 1neasured at various levels of a 

l1ierarchical structure affect tl1e ou.tcome variable and 110w the interactions a1nong covariate 

1neasured at different level affect the outco1ne variable. One of tl1e frequently exatnined cross-

. level interaction e·ffect is how tl1e group co11text affect the impact of a covariate at tl1e individual 

level. For exru11ple, (Ent\visle et al 1986) tested tl1e iclea tl1at the strength of the effect of tnatemal 

educatio11 on fertility de1)ends on tl1e cl1aracteristics of a country such as gross national product 

(GNP) and the i11tensity ot� family plan11ing efforts. 

Multilevel modeling correct tor tl1e biases in pararneter estimates resulting from clustering. In 

contrast to the popular belief, ig11oring multilevel structure can result in biases in parameter 

estin1ates as well as biases in their standard erro1·s. The more highly correlated the observations· 

are within clusters, the more likely that ignoring clustering would result in biases in parameter 

estin1ates.(Goldstein 1995) 

Multilevel modeling provide correct standard error and thus produce correct confidence intervals 

and significance tests. When observations are clustered into higher-level units, the observations 

are no longer independent. Independent is one of the most basic assumptions underlying 

traditional linear and binary logistic regression models. When the clustering structure in a 

· hierarchical data is ignored and the independent assumption is violated, the traditional linear and

binary model tends to underestimate the standard errors (Diez-Roux 2000). The follo\ving is an

intuitive argument for this statement, the observation in the sa1ne cluster tends to be more similar

in their outcome measures. Similarity within a cluster i1nplies that one can, to some extent, predict

the outcome of an observation if the outcome of another observation in the cluster is kno\,·n. This

suggested that not every observation provide an independent piece of 1nfom1at1on and tl1t1t the

• total amount of 1nfo1111at1on contained in a satnple \Vtth clustcnng i<; lcc;s than tl1nt 111 a ,n111ple

\-.•ithout clustering. 

Estimate of the \1arianc..cs ancl covariance of ra11clon1 cfTcct at \'<1nt1t1" lc,,et� L·nnhlc 111, c t1g,1tor t(.1

dcco,np<JSC the lt)tal varia11cc i11 tJ1c ()LJtC()ITIC VflriL,l)IC 1111<) J)()ftl(\I), f\\\\)C:t,ltt:{t \\ 1tl1 C(\ }1 lc,1cl. 

((,uang a11<l J fong.xin ]()()CJJ 
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1.4 Contt·aceptive Use in Nigeria

• 

The Federal Government of Nigeria adopted the Natio·nal Policy o·n Population fo1· Development, Unity, 

Progress and Self-Reliance i11 1988. A revised policy in 2004 l1as inc)ud.ed the ai1n of.reductio11 of 

maternal deaths by 75% in 2015 in accordance with the Millennium Developtnent Goal Number 5. Tl1e 

National Policy on Population back in 1988 encouraged open discussion and promotio11 of fa1nily 

planning. Tl1e goals of tl1e policy were to improve the standard o·f Jiving of Nigerians, p1·omote health and 

welfare of the people tl1rough tl1e reduction of deaths and disease among won1en and children, achieve a 

lower populatio11 g1:owtl1 rate tht·ougl1 volunta1·Y. fertility regulatio11, and stem the population drift to urban 

areas. 

An evaluation of the policy and the specific targets of tl1e Nigerian Population Policy (NPP) by 

Ad�kunle et al (2000) i11dicated a total failure of all set targets for the year 2000. The population has • 

continued to gro\v at an annual rate of approximate 3.0% and it is esti1nated to be about 148 1nillion. The 

contracepti,,e prevalence rate, currently at 11 °/o-13%, is far fro1n the esti1nated 84% expected in 2005. 

Tl1e total fertility rate, altl1ot1gh decreased. fro111 6.2 in the earlier half of the decade, is still far from the 

targeted 4.0. The reasons fo1· the policy's failure a1·e an underestimation of the huge financial resources 

required for its i1nple1nentation, tl1e lack of political will, poor and uncoordinated q_rganizational 

strategies. ''gender-divide .. '(reducing wo1nen's fetiility to four children, while leaving men free to have as 

many as children as the)' wish), and Nige11a's prolonged political instability with frequent policy 

changes. 

In addition, the public sector and clinic-based, physician-controlled family planning programs earned 

out b)' the NPP cannot provide the needed coverage to satisfy the large unmet demand for fan1ily 

planning services, which currently stand at over 28%, involving over 4.76 million women, especially in 

the rural areas and northern part of Nigeria. Emmanuel Monjok et al (2010). The level of contraception 

among sexually active young women is particularly low, with a reported prevalence of 7.3° 
o (Oye-

' 

Adeniran et al.,. 2004) and 10% of mode111 contraception (NARHS 2013 ). This contributes to the high 

Jc,1el of un,i.·anted pregnancy, unsafe abortions and maternal mortality. ( Ankomah et al. 2013) ident1 ficd 

substantia] gcographtcal vanations and a dec]ine trend (between 2003 and 2007) in u�c of 111t)llcrn 

contracepti\'e methods in N1geria. Thi5 is \VOm5omc 

impro,(cd use of modem contracepti vc method� 

and cal ls f<)r re,1iC\\' of strategic-... ll) cnt1t1nct� 

J .S 1.::n1piricaJ ApJ>licafjon� <,f i\1ultilcvcl ,\n:1l)1�i� in lltal)lic llcr,ltl1 

• 

Multile\'CI analysis 1s applicable t,J tl1c stucly of n lir<>Et<I ra11gc of' stt1cl1cs, tl11.. ,,i,sl n11,.1or1t,· t)(' ll'1 l1L·i,ttc)n,

in the hcalt11 field have fc>cu�c<I «->n gc,,g-r,1pl1icr,Ily <lt..f111c,I c,,11tcxt., stJcl1 tt� <.'t\U11tric .. ,( ll\111g 11. ct 
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al(2007), states, (Kim and Kawachi 2007) and most commonly ''neighbourhoods'' defined in various 

ways, and also by smaller administrative areas.(Chaix B. et al 2007, Rundle A et a1 2007) . The types of 

group-level constructs investigated have included, for example, income inequality,(Subramanian SV, et 

al.2006 ) social capital,(kim and Kawachi· 2007) residential segregation, wo1nen's status, and 

neigl1bourhood chru·acteristics such as neigl1bourhood disadvantage or otl1er measures of neighbo·urhood 

social and pl1ysical environments. Most studies ·have used multilevel a11alysis to isolate associatio11s of 

grot1p-level factors with individual-level health outcomes after accou11ting for individual-level· 

confounders (i.e. individual level variables associated with the l1ealtl1 outco1nes and with group 

n1e111bersl1ip, a11d, tl1erefo1·e, witl1 group cl1aracteristics). A s1nalle1· nu1nber have focused on the 

co111ple1nentary objective of decotnposing variance into between and wi tl1i11-gi·ou1J cotnJJonents. 

1.6 Problem Staten1e11t 

Tl1e results of n1ultilevel analyses publisl1ed to date are not consistent with main effects of a variety of 

group-level variables on individual-level outco111es that persist after controlling for individual- level 

variables. The stre11gth of this main effect l1as varied substantially depending on the study and the 

research question investigated. Detection ot· tl1e group effects often generate a very distal relationship to 

the health outcomes being studied(Ana & Diez 2000), misspecification of groups and group-level 

,,ariables, and the often extensive adj·ustment for much better measured individual-level variables, many 

of which are mediators rather than true con founders of the group-level effects. 

Generally, the percent of total variance in the individual-level health outcome that is between groups (as 

compared to within groups) has been small. However, this result must be viewed in light of the fact that 

the relevant ·' groups'' are generally grossly misspecified, that partitioning variance is co1nplex for health 

outcomes that are not continuous variables, and that even well-established individual-level risk factors 

often explain only a ,rery small amount of the observed inter-individual variability. So far the methods of 

parameter estimation have led to several problems in the realm of multilevel analysis. Where some leads 

to under estimation of parameters and some are biased (Guang & Hongxin 2000). In this stud)
1 some 

important methods of estimating multilevel binary logistic model parameters will be deal ,vith and the 

best method �·ill be dete11nined, perhaps even more important than the specific emp1ncal rest1lt, obtn1ne(l 

to date� multilevel analysis has stimulated ancl promoted 1nult11cvcl tl1i11k111g gcncrnll, ,,ithin 

epidemiology, challenging researchers to hcg1n to think 111orc <;pccificn11) 
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I. 7 Research Justification 

• 

Cluster san1pling scheme often introduces multilevel dependency or correlation an1ong the observations 

that can have implications for model parru11eter estimates. For m.ultistage-clustered samples, the• 

dependence ainong observations often comes from several levels of the hierarchy. The problem of 

depe11dencies between individual observations also occurs in survey research, where the sample is not 

taken randomly but cluste1· sa1npling from geographical areas is used instead. In this case, the u.se of 

si11gle-level statistical 111odels is no longer valid and reasonable. Hence, in orde1· to draw appropriate 

inferences and co11clusio11s fi·om 1nultistage stratified clustered survey data, it is very objective to use 

tricky and complicated 111odeli11g tecl1niques like 1nultilevel n1ocleling; Traditional logistic regression 

(which, in n1ultilevel analysis te11ns, is a single-level) requires : 

( a) Independence of the observations co11ditio11al on tl1e expla11atory variables and

(b) Uncorrelated residual errors. 

These assu1nptio11s are not al\vays 111et wl1en ana.lyzing nested data, l1ence the option of the 1nu1tilevel 

logistic regression analysis. It considers tl1e variations due to hierarchy structure in tl1e data. It allows the 

simultaneous examination of the effects of group level ( cluster and Region ) and individual level 

variables on individual level outcomes while accounting for the non-independence of observations within• 

groups. 

The number of groups, the group sizes, the variance of the random effects and the size of the correlation 

between random effects 1nay be influential factors affecting the performance of the analysis method. 

Some methods of estitnations were biased in this case, there is need to investigate the best method of 

para1neter estimation. 

G1dado 2013 has \Vorked on community and individual factors influencing modem contraceptive use 

among ,vomen in Northern and Southern part of Nigeria. Since modem contraception is use by both men 

and \¥omen, there is need to include men and a]so to consider geo political zones , clusters and 

rndividual le,,el factors on the uses of modem contraception. And to investigate if geopolitical zone can 

stand as a I e\'el. 

This study aimed to: 

( a) Descnbes the like] ihood methods invo]ved in esti1natio11 of multi level parn111ctc� t1ntl l1l1,, tl1c,

are compare with trad1t1onal mctl1od<;. 

(b) ·r O , cri f)' the best I 1kcJ r h(>od mcth<J(l (J f para111ctc1 c'-it1111at1()n 111 111ul ti le, cl i111i,1, "''·

(c) ro apply b<>th multilevel ,1ncl tr,1cJiti<>n;JI l<lgistic rcgrcssit,11 ,111 clt1�tL·r cl,\tn l1si11g i, 11,1ltl>t1t1ll)

representative da1:1 c,>llcct1...<l fr<Jn1 ,l 1nL1lt1sti,1�c sr,1111)li11g 11rtlt:cclt11�. 
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1.9 Objectives 

• • 

The main objective of this study is to evaluate the performance of different likelihood estimation 

procedures ( MLE,PQL, AGQ and NAGQ) to detennine on factors affecting modem 

contraceptive use in Nigeria. 

• 

The specific objectives are to: 

1. Detennine the best n1ultilevel analysis method of estimation amo11g PQL, AGQ and NAGQ.

2. Exainine tl1e effects of group-level and individual level predicto1·s 011 1nodc1·n contraceptive use.

3. Exa1nine the inter individual and inter group variatio11 as well as the contributions of individual

level and group-level variables to these variations.

4. Examine tl1e i1111)act of so1ne socio-de1nog1·apl1ic and socioecono1nic factors on modem

contraceptive use.

1.8 Research Hypotheses 

The h)rpotl1eses in this study are. 

1. Adaptive Gussian Quadrature (AGQ) will be unbiased and 1nost efficient when there are large

nu1nber of clusters, but tl1ese properties may not hold when there are fewer clusters. In particular,

variance estin1ates 1nay be biased when the number of' clusters is large and the number of fixed

effects is small.

2. Penalized quasi l1ke]ihood (PQL) estimates will be attenuated, especially \vhen the variances of
• 

the random effects are large and when the cluster sizes are large. 

3. 

4. Penalized quasi likelihood (PQL) is 11ot better than Adaptive Gussian Quadrature (AGQ) when
• 

using a multistage cluster survey for binary outco1nes . 

• 

• 

• 
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CHAPTER TWO 

2.1 Literature Review 

Several works had been done on 1nultilevel analysis, in this chapter previous research on 1nultilevel 

1nodeling will be reviewed. Foremost, l1andling 111ultilevel analysis will be considered. 

2.1.1 Handling Multilevel Analysis 

Many years back, several autl1ors have wan1ed against the rapid i11corpora.tion of complex 1nulti]evel 

models before their performance is adequately understood, evaluated a11d especially when it is done with 

little rega1·d to the adequacy of tl1c data and the infere11ces tl1at can be drawn fro1n it. 

• 

Dipiete and Forristal, 1994 a11d Mon·is C. 1995 described tl1e advantages of 1nultilevel 1nodels over 

traditional 1netl1ods as expense of greater 1nodel com1Jlexity. Models that are more co1nplicated may be�

closer to reality but testi11g model fit a11d exan1inatio11 of 1nodel assumptions is more difficult. The 

authors maintained tl1at if' tl1e n1odel is t1·ue, n1ultilevel estimates are less biased and more efficient than 

those obtained using other 1nethods; however, 111odels are less parsi1nonious and need larger data sets, 

and estin1ation beco111es complicated. Acco1·ding to (Cohen, 1998), sample size and power calculations 

for multilevel hypotheses testing are particularly complex. Power, for example, depends- botl1 on tl1e 

number of groups and on the number of individuals per group. Kreft, 1995 and Morris, C. 1995 said the 

centering of explanatory variables also raises more complicated issues than it does in traditional 

regression models estimation of variance explained at different levels and by different variables, 

particularly for models with many random coefficients and for nonlinear models. Ana V. Diez-Roux 

(2000), described rando1n effect model as the .model that can be 1·educed to standard regression model 

1nclud1ng both individual level and group level independent variables. He said the model with no random 
..... 

effect in ,,,hich all regression coefficients are modeled as fixed with no randotn component at all group 

Je,·el 15 kno\vn as standard regression model. The persistence of significant variation in intercepts or 

slopes after 1nclus1on of group-level variables suggests that other group-level factors possibly responsible 

for this ,,ariation may need to be explored. Empirical Bayes estimates of regression coefficients ha, e 

been used to obtain improved estimates of associations in studies i11vest1gat111g tl1c role of 1nt1lt1plc 

exposures He conc]uded that multilevel can also work like otl1cr stat1sticnl 111ctl1oti to tic�cr1bc, 

summan/e,, and quantify patterns present in tl1c data. but it \Vt 11 r1ot cxpln111 these pnttcms� cx1)l(1n,tttt)n 

\\'ill emerge from the recipr<Jcal interplay hctwccn tl1cory fon11L1lat1on 1111cl c111111ncnl tc,t1ng. 
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2.1.2 Steps in Understanding the Multilevel Determinant of Health 

A. V · Diez Roux (2008) examined the needs of any research by stating the impact of moving beyond

neighborhoods to investigate other contexts. I-le said application of multilevel analysis i11 epidemiology 

has become almost synonyinous with investigation of neighbourhood health effects. An important need 

is, therefore, to expand researcl1 into health effects ot· other well-defined contexts ( e.g. countries or other

·policy-rele,,ant units, schools, workplaces) witl1 modifiable featu1·es likely to be related to health.

Another reseru.·ch needs is the improved 111easure1nent of group level co11strL1cts at different levels of

organizatio11. 1n the absence of adeql1ate measureme11t, not even tl1e 1nost sophisticated analytical 

techniques will allow convincing causal u1ference. Acyclic graphs, p1·opensity score matching, 

instrumental variables, and 1narginal structur,11 1nodels ,vere used to improve multilevel causal inference,, 

the evaluation of their impact on 1·esults i11 real-li·fe scenarios. Recent interest in applications of systems 

approaches to health l1as higl1ligl1ted tl1e potential utility of 1nethods sucl1 as agent-based n1odels or 

dynamic systems 1nodels in understanding tl1e deter1ninants of health. Appljcations of these approaches 

to multilevel questions, and researcl1 that contrasts the insights obtained from multilevel models and 

systems models \vould be in1po11ant cont1·ibutions to tl1e field. Uthman (2007) make· use of both 

descriptive statistics and 1nultilevel mocleling. The estimates of unadjusted effects of household wealth 

status. on stunting, unden:veight, and wasting indicated that the household wealth status had strong 

negative effects on botl1 stunting and underweight, but not on wasting. The effect was stronger on 

stunting t11an on underweigl1t. the random effects model shows that there are significant variation in the 

log odds of stunting and underweight across the communities. The multilevel framework used in his 

study has sho,vn that both individual-level and community-level characteristics are important predictors 

of childhood malnutrition in Nigeria, and demonstrates significant neighborhood variation in chronic 

chilcdhood malnutrition. • 

2.1.3 Robustness, Po,ver· and Sample Size Selection in Multilevel Modeling 

The robustness issue and the choice of sample size and power in multilevel modeling for both categoncal 

and continuous dependent vanables has been studied by several authors (S11ijders and Bo..,ker 1993. 

Raudenbush and Liu 2001, Hox 2002, Bingenheimer and Raudcnbusl1 2004 and Maas and 1-lo'\ 2005 ). 

Aust1n 2005 used \1onte ('arlo simulation to ac:;scsc:; the impact of n1iqspeci ficat1011 ol the cti,tnbuttl)n ot� 

random effect� on estimation <Jf and inference about l)otl1 tl1e fixed ef'iccts nnd tl1c ra11lion1 ct'tc�t� 1n 

multilc\'CI Jogi�tic regression models. Ir c cone) l1clcd t l1at est 1111t111c111 �1ntl 111 t L'I c11cc co11ccming the 11 ,r(l 

effects \-\�ere insensitive t<> n1isspccific[1tic,r1 oJ
-. 

tl1c <listril1t1t1<,11 of tl1c rt111tlt,111 (·ttc\,..t� ht.it t:,ti111 tli ,11 1111c\ 

inferences concerning t l1c r:tn<lclrl1 cf fccts were a ff eel c<I l1y 111( )Cle I n1 i�s11t·ci li ,lt ic)n � 1r11ult,t\()n st\t\ltc..., 
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indicate that a larger number of groups is more unportant than a larger number of individuals per group

[Maas and Hox 2004 and I-lox 2002]. The overall conclusion frotn these studies is that tJ1e estimates of
.. 

tl1e regression coefficients are unbiased, but the standard errors a11d the variance components tend to be 

biased downward (underestimated) when the number of level 2 units is small (e.g. less than 30) [Maas 

and Hox 2005]. 

2.1.4 Challenges in the use of Multilevel Analysis
The structure of clustered survey data is l1ie1·arcl1ical, and a san1ple fro1n such a population can be viewed 

as a 1nultistage san1ple in multilevel analysis. There are sotne chal]enges people encountered wl1en

1nultile,,el is used and witl1out tl1e use of n1ultileveJ. accordit1g to Blalock 1984 who work on Contextual­

effects 1nodels: theoretical and methodological issues. His 1984 review, described many of the
0 

• 

theoretical and n1ethodological challe11ges facing co11textual a11alysis. Despite tl1e methodologica] 

sopl1istication of n1ultilevel n1odels, n1any ot· tl1esc cl1alle11ges are stil I valid today. Perl1aps chief among 

these is tl1e need to develop tl1eo1ies that specify l1ov.r group-level and individual-level factors may jointly 

shape the distribution of health and disease tl1eories that can be operationalised and tested. An example 

of the use of multilevel analysis in tl1e context of a theoretical model that specifies how neighborhood 

attributes may be related to violent crin1e is provided by (Sampson et al 1997). Based on their underlying 

model, Sampson a11d collaborators conceptualized the relevant neighborhood-level attributes and 

de,1eloped operational measures of them. Multilevel analysis was then used as a statistical tool to 

examine aspects of the model in different ways. An important challenge to public health researchers is to 

de\1elop substantive explanations and move beyond the use of multilevel analysis simply to document 
• 

and statistically explain residual variability across groups after accounting for individual-level variables. 

In the absence of this, multilevel analysis runs the risk of being reduced to a method that examines 

, anation across meaningless groups 01· associations with meaningless group-level variables and of either 

not finding much or finding patterns that are difficult to understand. 

Early methodology work on multilevel logit model includes (wong & Mason 1985, Anderson & Aitkin 

1985 and Goldstein 1991 ). Using data from fifteen \vorld fertility survey (WFS), Ent,visle et al ( l Q 6) 

studied contracept1ve behavior of couples as a function of socioeconomics origins at tl1c 1nd1, tdual. t1f the 

gross national product per capital (GNP) and of the family JJlanning effort at tl,c cot1ntf) le, cl. 

2.J .5 The C.onsi,tcncy of Parameters in M,iltilcvcl Moclcls.

cil 1-1. Spencer (20fJ3) con4>1dcrccl mcthc>d of csti111�t1or1 <)f 1)nrt1111ctcr <1f lnggc(I 111t1lt1lc, cl n1,,,lcl. "fht,

type of model is used tor data collected over lrmc \.Vl1crc cl1nngcs in tc�t rc,ult ll\ er 1111,c t i1n h(· 111odclc<l . 

• 

• 
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Simulations are used to de1nonstrate their success in obtaining consistent para1neter estimates. He said
maximum likelihood n1.ethod can be used to estimate t11e n1uJtilevel paraineter by using Iterative
Generalized Least Squares (IGLS) method for the parameters in tl1e random part of tl1e model (tl1e

variances and co variances). These estimates are tl1en used to obtain estimate of parameters fro1n tl1e

fixed part of tl1e 111odel (the intercept and coefficients for the regressors) using Least Squares 1nethods.
• • 

He discovered that the estimation algoritlnns incorporate Least Squares methods, and it is this fact that

leads to tl1e problem of inconsiste11cy fo1· the model. 

2.1.6 Co111parison of Multilevel Metl1ods of Estimation
Box and Tiao 1973 1·eviewed results of Klotz et al. (1969) and Portnoy ( 1971) wl1ich contrast the mean 

squared error (MSE) bel1avior of tl1e following esti1nators of a;,: tl1c classical unbiased estitnator based 

on n1ean squares, the ML esti1nator, and tl1e 111ean and n1ode of the marginal posterior distribution for (fi 

\vitl1 several choices of relatively diffuse p1iors. Tl1ey founcl, over all values of the intt·a-class (i11tra-

cluster) correlation p = 

a-,- . d 2 ' 1 tl1ey exa1nined, that (a) the MSEs of the ML and posterior-mo e 
a-" + a-; 

estimators are comparable a11d n1uch s111aller tl1an that of the unbiased esti1nator, and (b) the posterior 

mean is, by a substantial margin, the worst estimator on MSE grounds. Box and Tiao criticized MSE as 

an arbitrary criterion for perfonnance assessment, and resisted the distillation of an entire posterior 

disthbution do\vn to a single point estimate. We are sympathetic with their position from the Bayesian 

viewpoint of the choice of posterior summaries should ideally be based on decision criteria arising from 

possible actions \vhen using models like ; ln[ Pljk ] = /30 + /31xiJk + u11kxiJk + v0k + i,01k to solve real-\vorld
l - Puk

problems, but we nevertheless find it relevant, particularly in the context of general-purpose multile,,el 

modeling software (where the eventual use of the output is far from clear), to exa1n1ne operating 

characteristics such as bias and interval coverage. Rodriguez and Goldman (1995) used the structure ot� 

the Guatemalan child health data to examine how well quasi-likelihood rnethods con1pare ,, 1th fitting a 

standard )ogi5t1c regress1on model and ignoring the multilevel structure. As noted in Section 1.2. their 

approach in\'Olvcd creating simulated data sets based on the original structure l1t1t \\'1th 1'.110,,a1 true ,·alt1c 
' 

for the fixed effects (the /J, 1n mode) (2)) and vanancc parameters. Tl1cy consi(lcrc(i tl1c �'lQL 1ncthll(l '1nti 

sho\a.·cd that estimates of the fixccf effects proclt1cc<l hy MQI \Vere C\'C11 ,, c,r;c i11 tL�n11, ()t· bin .. th,,11 

estimates produced by standard logistic rcgrc';"ii(lO cl1�rcg1\ruing tl,c hicr,,rLll1c.i11 11t1tu1c of tl1 · tli1tn. ·1 t,t·
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cotnpared four approximation esti1nation procedures (first-order MQL or MQL-1, second-order MQL or

MQL-2, first-order PQL or PQL-1, and second-order PQL or PQL-2) with the maximun1 likelihood

ac�eved through high-din1ensional numerical integration and tl1e n1ethod of Gibbs sampling. They.

concluded that all approximation methods underestimate the random as well as fixed effects and that the

underestimations of all except PQL-2 are severe. They preferred PQL-2 to all other 1nethods as it has

been found least biased. In the context of this 1·esearch work, PQL and the full likelil1ood estimation 

tnethods and their percentage relative bias will be considered. Rountree and land ( 1996) reported 

distitlctive differences betvveen a general perceived risk of cri1ne a11d a burg]ary- specific fear. They 
• 

based tl1eir analysis 011 a victimization survey collected in Seattle, Wasllington in 1990. In the data set, 

1nore !l1an 5000 individual are clustered into about 300 city-block, which are in tum clustered into 100 

census track. In an effort to explain the soutl1em n1igrant advantage in fatnily stability, wl1ich refers to 

more stability runong black southe1n fa111ily tl1at migrated to 11orthem cities. He realized that co11sidering 

cluster tl1e estimate of tl1e paran1eters were not underestimated compare to witho·ut involving cluster. This 

study looked into the effect of the cluster and geopolitical zone on the use of 111odem co11traceptive in 

Nigeria. Also to dete1mine the rate at which the levels overestimate or underestimate the factors that was 

considered in the research \Vork. Marc Callens et al 2003, who worked on perfor1nance of likelihood-
• 

. 

based estimation metl1ods for multilevel binary regt·ession models. focused on two different 1ike1ihood-

based estimation procedures frequently used in the applied multilevel-modeling literature: Non-Adaptive 

Gaussian Quadrature (NGQ) and Adaptive Gaussian Quadrature (AGQ). Their computing algoritl1ms 

,,,ere standard imple1nented in the SAS macro GLIMMIX and procedure NLMIXED. The two estimation 

methods are e,,aluated at four perfor1nance dimensions: numerical convergence, bias, mean squared error 

and con1putat1on time. Numerical convergence is measured by the convergence rate. This convergence 

rate is based on the indicator variables produced by the macro GLIMMIX and PROC LMIXED to 

confi1111 \\·hether numerical convergence has been reached or not. He discovered that there 1s problem of 

con,·ergence among the t\VO method of estimation. Comparing tl1e quadrature n1ethods yields close 

results , .. 1th respect to Bias and Mean Squared Error, but the Non-Adaptive version \\ as by far tl1c 

s]o,i.'est. Hence, it is confir111ed that AGQ is to be preferred above NGQ. hereby confim1ing pre\ 1ou,

studies that mainJv focused on the bias However, AGQ gave the 111ost prcc1sc c�t1111ntc .. , J, 111ca,t1rcti b\
-

• 

Ecc,,it l:vduran (2008) used pcnal11c<l 1n,1xi1nt1111 l1kcl1l1(1o{I csti111t1t1<ltl 111ctl1r,(t t\, c.\11 ,tlll'ft\tllt\\.'" t)
; 

maximum likelihood cstin1ation rncth,),ls in 111ccl1c11l rc�ci,rcl1. I le �c11l'ft1tcd f,)\tr \lt1fl'fll . 1ni,ll ,at11plc
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dataset which were in 2 x 2 contingency table fo11n, due to separation problem PMLE was used to reduce

the biased estimate in traditional logistic regression, but the level are not consider . MLE and PMLE

methods were applied and compared for separation case, including biased estimation in the logistic

regression. The parameter and their standard error estimates showed clearly that MLE's are bias estimate

and PMLE was un·biased estimate, it is also show clearly that the standard error for PMLE· was reduced

cotnpare to MLE. He concluded that PMLE perforn1ed unbiased (reliable) . Ada1n C Catie 2009, wl10

worked on fitting n1ultilevel models in complex survey data with design weigl1ts, used data fro1n 2005-

2006 National survey of cl1ildren with special Healt11 Care needs and fit a series of multilevel linear

1nodels using Mplus , MLwiN and GLLAMM, l1e cotnpare and contrast tl1e esti1nates and there standard

error across the progi·a1n and scali11g 111etl1ods. He exa111i11ed tl1e effect of the software by using

continuous ou.tco1ne variable and categorical variable. And also fitted six models , across the 1nodel each 

software program conve1·ge on 11ea1·ly identical result with regard to the weighted analysis across the 

fixed and randon1 effect model tl1e progra111 acl1ieved nearly identical weighted 1·esult, he discovered that• 

MLwiN consiste11tly estimated a 111arginal larger va1iance in the intercept across state but tl1e different 

methods of pai·a1neter esti1nation was not exa1nine. GLLAMM gave a precise estimate, in other to get 

large variance, weighting may not be needed in the case, though weight leads to more representative 

population estimate but the failure to include them did not bias the inference decisions. 

.. 

2.1.7 l\Iultilevel l\tlodel ,vith Ordinal Outcome Variable 

Daniel J. and Sonya K. (2011), fitted multilevel model with ordinal outcotne variable, they checked if 

fitting· multilevel linear model to ordinal outcome is justified. Also, compared Adaptive Guassian 

quadrature and penalized quasi likelihood across variation in sample size, they also checked the 

magnitude of variance component and the distribution shape . They considered two levels \.Vhich are 

indi, idual (level one ) and cluster (level two}. Using data generated by SAS version 9.1, they fitted 

multi le\ el cumulative lo git model by PQL using SAS version 9 .1 and the adaptive Gauss -Her r't1it 

Quadrature \Vas done using Mplus version 5. Comparison were done in three scenario (that 1s. \\rhen the 

clusters are small, middle and high) PQL perfo1111ed best when the randotn effects were small and the 

cluster si1.:es "'ere large. In addition, a new result of the study is that tl1e perfonnance ot� PQL gr�atl)' 

impro,,es \•:ith the number of catcgoncs for the outcome. The AGQ estimator also bcha\ cd u .. c,pl·ctc<l 

Consistent \Vitl1 asymptotic theory, /\GQ \Vas least biased and n1ost cffic1c11t for dutc1 ,,,1tl1 100 t'r 200 

clusters. With 25 or 50 clusters, however, AGO c�t,matc� were n1orc ,·nnnblc nn(l l)f\cn l1ad higl1cr \l 

than POL estunatc�. 
• 
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T11ere are still compelling reasons to compare the ML(AGQ) and PQL estimators for the multilevel 

binary logit model. First, although ML(AGQ) is an asymptotically unbiased estimator, it suffers from 

small san1ple bias (De1nidenko, 2004, Raudenbush & Bryk, 2002, p. 53). 

When tl1e number of clusters is small, ML(AGQ) produces negatively biased variance estimates for the 

random effects. Additio11ally, this s1nall-sample bias increases with the number of fixed effects. Second, 

Bellamy (2005) s11owed analytically and en1pirically that wl1en the1·e are small numbers of clusters, as 

often occurs in group-rando1nized tiials, tl1e efficiency of PQL estimates can equal or exceed the 

efficiency of ML estimates. Tl1ird, as discussed above, AGQ may co1npare 1no·re favo1·ably to PQL when 

tl1e data are Bina1·y rather than ordinal. • 

2.2 lVIodern Contraceptive Use 

Oyefara,20 13 defi11e Contraception as a 111ea11s of control I ing fe1til ity by ·using various 111ethods 

tl1at inhibit contraceptio11 ,:vl1ich cru1 be traditio11al or 1nodern 111etl1od. In his 1·ev1ew of ] 990 Nigeria 

Demograpluc and health Survey wllicl1 sl1owed tl1at knowledge of fatnily planning method witnessed 

a re1narkable improve1nent between 1981 and 1990 because about 46% of all women aged 15-49 involve 

in tl1e study knew at least one 111ethod of fa111ily planning, with about 44o/o Identifying modem methods of 

,vhich the pill, injection, condom, TIJCD and fe1nale sterilization were most commonly known. The 2008 

NDHS results also confir111ed this. According to his analysis between age at first birth and Contraceptive 

use among ,vomen of child bearing age in Osun, the study revealed that older mothers had relatively 

better kno,vledge about contraceptives than adolescent. 94.0% of older mothers against 83 .2o/o a1nong 

adolescent mothers had knowledge about contraceptive use. 

2.3 Geographical Regions (Zones) in Nigeria 
• 

The main regions in Nigeria are the North central, North East, North West, South East, South South and 

• 

South West regions. The prevalence of use of modem contraceptive vary across all these regions, ,vh1ch 

leads to different fertility rate across the nation. According to Mberu and Reed 2008, the North central 

region has a Total Fertility Rate (TFR) that is lower than the core Northern regions, but which is still on 

the a, eragc . one child more than the TFR of the Southern regions. The total fertility i11 the orth has 
• 

been 0,,er t\\'O children per woman higher than that of tl1e South in both 2003 and 2008. lso. the n1cnn 

number of children ever born (a measure of past fertility) was 3. l 1n 2003 for igcna n .. a ,, hole hut c\ 

dit�ferencc of over one child per woman was ohservccl hctwccn the North nncl tl1c Sc)uth ln the tt1(l\ ll)' 

Mberu and Recd 2()08, 1t was shc)wc<l tl1at aclc>lc�ccnt 111ot}1crl1oo(l n11cl 111 cgt1ttllC)f n1 � IC)\\ t·,t 111 tl1c �<.,utl\ 

I 
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West and South East regions in 2003 . In ContJ:ast, 38% and 37o/o of adolescents aged 15-19 in the North 

East and North West were mothers in 2008, the.highest level in the country. 

2.4 Education 

The education variable was divided into four categories-Qur'anic only, primary, secondary and lligher 

bas�d on tl1e highest grade of schooling the respondent had attended. Attending school rather than· 

obtaining a degree ,vas used as a. metric of education so tl1at teenage women attending scl1ool or who 

tnight soon attend secondary school would not be excluded fro1n those over age 18, who l1ave had a 

cl1ance to con1plete their degi·ee. 

2.5 Wealtl1 Index 
• 

• 

Tl1e econo1111c state of a. won1an as n1easured by wealth i11dex l1as i111pact on her reproductive status.

Researcl1 done by Gidado 2013 l1as shown that vvomen from higher wea1th quintile are more likely to be 

better educated tl1an tl1ose f1·om lower wealtl1 (1ui11tile. Also, wealtl1 quintile has been found to be 

positively associated witl1 contraceptive use and age at first sexual intercourse. Consequently, It is 

te111pting to argue that \Vealtl1 qt1intile have influence on 1nodem contraceptive use in Nigeria . 
• 

2.6 Religion 

Religion, according to Christiano et al(2008).is the opium of the masses. Religion is believed to play a 

part in shaping the views, nor1ns, belief, attitudes and practices of the people which in turn affects the 
• 

• 

reproductive behaviour. In Nigeria, religion has a great effect on the pattern of childbearing. According 

to Blom and Reddy, 1986 Studies done in India indicate that Hindus marry and bear children at younger 

ages than non-hindus . In Tanzania, religion influences childbearing ages. Religions such as Islam that 

places absolute emphasis on pre-marital chastity, this will ulti1nately result in early marriage and as a 

result early pre-disposition to sexual intercourse, thereby leading to early childbearing ages, (Ngalinda.I . 
• 

1998 ). In his study, Muslims showed a lower mean age of chlld bearing of l 8years than other religious 

affiliate. 

Snkanthan and Reid(2008) work on religious and cultural influences on contraception. the)' ha, c �a1d 

that the perception and behavior related to reproduction are strongly deter1nined b)1 pre\'ail,ng cultt1ral 

and religious ,,a]ues. 
• 

2 .. 7 ge at First Sexual lntc,·coursc

.. fhe age at first sexual 1ntcrcoursc 1s the age wl1cn sexual 1nitiot1011 hcg111s 1t , on itnpt,rtant indict,t()f 

that ,.,·ill notify people wl1en to start u'i1r1g contrnccpt,vc In cr,"cs ,,,J,crc ll1c \1�c of tl1c 1nt1,t cftl�ct,, t'
' 
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contraceptive method is absent, unwanted pregnancy will be increased . In a study by Uthman (2008), • 

North West and North East had the highest proportion of women ·who had reported early sexual d.ebut. 

2.8 Place of Residence 

So many studies done in the past have observed that wotnen living in urban areas start bearing cl1ild early 

enough tl1an tl1eir counterparts in the rural setting. Adebi1npe et al, (2011) in Osun found that the mean 

age at first birth ru.nong ru1·al respondents was 20.8±3. 7 years and 23.2±5.1 years among urban 

respondents: also the 1nean number of bi1ths per wo111an was 3.4± 1.8 birtl1s pe1· woman in rural, and 

2.9± 1 :s birtl1s per urban won1an. They co11cluded tl1at there was a significant association between 

locations of residence and modem conn·aceptive use. 

Col1e11 (1993), argued tl1at \VOtnen livi11g i11 u1·ban a .reas are assu1ned to 11ave better knowledge of 

contraception and access tl1at affect tl1eir reproductive outlook. 

• 

• 

• 

.. 
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2.9 Determinant of Modern Contraceptive Use 

Conceptual Framework 

--------------.l· Service Factors 
• 

Socioeconomic Fa-ctor 

-Wealth index

-Place of residence

-:-Education attainn1ent 

Demographic Factor 

• -Current Age

-Number of Living

Children

- Religion

Societal 

a-----... - Factors 
• 

-Empower1nent

-Recently

' . 

Bel1avioral Factors 

-Current desire for
� cllildren 

-Ability to refuse

sex

-Visited health
. .. 

facility in l)ast 12

months
• 

. 
• 

•r 

MODERN 

CONTRACEPTIVE 

USE 

' . 

Community 

(Clustered) 

' . 

Geo political zone 

• 

Conceptual f rame,vork for deterntlnants of modern contraceptive use 

Many researchers have examined the dete1minants of contraceptive use, fro1n both the providers' 

and clients' perspectives (Cleland et al. 2006). The customized conceptual framework builds on 

existing k.no,vledge to analyze the socio-economic and demographic factors associated ,vith 

contraceptive use among young married women compared with older women in Nigeria. While 

the frame,1.'ork used 1s generalized for both the young women and older women, I l1)'POlhcs1ze 

that the factors associated with contraceptive use may operate differently \Vttl1in cacl1 age group 

d\Je to differences such as cmpowcr111cnt, education, and desire for cl11lclrcn. Tl11" h)l)L)thc�1" 1, 

premised on the fact that, as in many of the lcast-clcvclopccl cou11tr1c�, l,cnlth ser. ,cc� an(l 

policies in 1 'igena arc n<Jt c.,lcarly c:,trc,1ml1nccl to c<>n"1clcr t11c �11t;c1nl 1,cc<l� <)f )'(>t111g ,, 0111cn. 
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CHAPTER THREE 

Methodology 

3.1 Multilevel Analysis for Multistage Clustered Data
In multilevel research, the structure of data in the population is hierarchical, and a sample from

such a population can be viewed as a. multistage sample. Because of cost, time and efficiency

considerations, stratified multistage samples are the nonn for sociological and demographic

surveys (Hongxin Zhao and Guang G·uo 2000). For such samples the clustering of tl1e data is in

the pl1ase of data analysis and data reporting, a 11uisance which should be taken into

consideration. Howe,,er, these srunples, while efficient for esti1nation of the descriptive

population quantities, pose 1nany challenges for 1nodel-based statistical inference.

Tl1is cluster sampling sche111e often i11tt·oduces 1nultilevel de1Jendency or correlation among tl1e

observations that can have i1nplications fo1· model para1neter esti1nates. For multistage clustered 

sarnp1es, the dependence among observations often co1nes fron1 several levels of the hierarchy. 

The problem of depende11cies bet\vee11 i11dividual observations also occurs in survey research, 

where the sample is 11ot taken randomly but cluster· sa1npling from geographical areas is used 

instead. In this case, tl1e use of single-level statistical models is no longer valid and reasonable.) 

(Hasinur et al 2011 ). Hence, in order to draw appropriate inferences and conclusions from 

111u]tistage stratified clustered survey data one 1nay require tricky and complicated modeling 

teclmiques like multilevel modeling, and very often the computation required for this is not 

straightfonvard and is not very time consuming depends on software used for the model. There 

are numbers of sofuvare packages. 

3.2 i\lultilevel Analysis Software 

• 

Multilevel models can be formulated in two ways: (1) by presenting separate equations for each 

of the levels, and (2) by combining all equations by substitution into a single model-equation. 

The soft\\'are HLM (Raudenbush et al., 2000) requires specification of the separate equations at 

each available I eve]. Most other software ( e.g., MLwiN; Raudenbush et al., 2005), SAS Proc 

Mixed (Marc Cal]ens et al 2003) uses the single equation representation. Both representation ... 

ha\·e their ad\ antages and disadvantages. The separate-equation representation has the ad, n11tagc 

that it is always clear how the model is bui1t up. The disadvantage is tl1at tt l1ides fron1 ,·1c,, th,lt 

modeling regrc�sion sl<Jpc� by <>thcr vanahlcs result� 1n actcting nn 1ntcract1011 to tl1c 111octcl 
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3.3 Brief Description of the Study Area 
Nigeria came into existence as a nation - state in 1914 through the amalgamation of the Northern
and Southern protectorates. Prior to that time, tl1ere were various separate cultural, ethnic and
linguistic groups. Tl1e British established a crown colon·y type of government after the
amalgan1ation. The affairs of the colonial administration were co11ducted by tl1e British until

1942, when a few Nigerians became involved Nigeria is in the administra.tion of tl1e country. In 

the early l 950's, Nigeria achieved partial self government witl1 a legislature in which the 

n1ajority of the men1bers were elected into an executive council of wrucl1 n1ost were Nigerians. 

Nigerians became fully independent in October 1960 as a federation of three regions (Northern, 

Western, and Eastern) under a constitution tl1at provided for a parliamentary system of 

governance. The Lagos a1·ea became the federal capital te1·1itory. 

Nigeria is in tl1e West Afiican sub region, lying between latitudes 4°16' and 13°53' north and 
longitudes 2°40, a11d 14°41' east. It is bordered by Niger i11 the North, Chad in the No11h east, 

Can1eroon in the East, and Be11i11 in tl1e west. To tl1e sot1th, Nige1·ia is borde1·ed by 

Approximately 850 kilometres of the Atlantic Ocean, stretching from Badagry in the West to the 

Rio del Rey in tl1e east, ,vitl1 a total land area of 923,768 square kilometres. Nigeria is the 
fourteenth largest country in Africa. 

Presently, Nigeria is made up of thirty-six states and a federal capital territory (FCT), grouped 

into six geopolitical Zones namely: North Central, North East, North West, South East, South-

South, and South West \Vith about 774 constitutionally recognized local government areas. She 

has ·two predominant religions namely, Islam and Christianity. 

3.4 Data 
The dataset used in this study has been taken from the 2012 National HN and AIDS and 

Reproductive Health Survey (NARHS Plus II). which was a nationally representative survey 

carried out to provide info11nation on key HIV & AIDS and reproductive health knowledge and 

beha,·iour related issues. Data collection took place between Septetnber and Decctnber 2012 

from 31,235 1nd1v1dual respondents interviewed in NARHS Plus fl� consisting of 15.596 n1alcs 

and 15.619 females showed a response rate of 88%. The 2012 NARHS Plus II had , ali(i 

responses of J 0711 currently -married women and 1519 sexually active unn1arr1cd tcm"1lc agc(.i 

15 49 

The 2012 'ARHS+ data set used for th1s study wa� collected us111g 11 mt1ltt�tt1gc str11tifit:ll clt1s.t�1

�ampling,. "Inc appropriate apprc,ach tc> ,1n1,ly1c co11trr1ccpt1\'C clnto r·rom tl1is s\1r, c,· 1s thcr�fc,r\.· 
18 
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based on nested sources of variability. Here the units at lower level (level-I) are individuals (ever 

and never -married \vomen aged 15-49 and male aged 15-64) who are nested within units at 

higher level ( clusters: level-2 in which they were community from either rural or urban area) and 

the clusters are again nested within units at the next higher level (region: level-3 which is the six 

geopolitical zone in Nigeria). Clusters are primary sampling unjts (PSU) defined by the National 

Census of 199 1, and co1Tespond approximately to rural and urban areas. All clusters are 

approximately of equal size in te11r1s of area. ·on the other hand, Regions are administrative areas 

each of whicl1 consists of a number of sub-ad1ninistrative areas. Due to this nested structure, tl1e 

odds of women and tnen experiencing the outco1ne of interest are not independent, because 

ifldividual from the same cluster 1nay sl1are com1non exposure to community c11a1·acteristics. 

2012 NARI-IS+ 

· DATA

LEVEL3 

(ZONES) 

LEVEL 2 

(CLUSTERS) 

--- Nortl1 Central -

North East 

210 

180 

2 10 

150 

180 

180 

Nortl1 West 

South East 

South Soutl1 

South west 

6 units 1 110 units 

LEVEL 1 

(INDIV.IDUAL) 

6008 

4875 

6152 

4282 

4939 

4979 

31235 units 

FiITTire 1: Hierarchical structure of the 2012 NARHS data
b 

3.5 Data Collection 

.,. 

·Data were collected by using two structured and semi-structured questionnaires - one each for

individuals and households (Federal Ministry of Health 20 13). And these data was pretested in

t,, 0 states (kogi and cross river) using one urban and one rural cluster in each of the state, ,vh1ch

assisted 10 identifying gaps that could have arisen during the actual exercise. The sun e)

personnel were also trained at two level ( central and state level ).

3.6 Operationalization of Key Variables 

• 

3.6.1 Dependent Variable

The response variable 1n this stucJy 1s ''currc11tl y usi11g 111oclcn1 con tr ncc1)t 1011 '' ( Cl JM l ')Q l 212

\•.rhich is binary, For the stucly purpo�c the response v,,ri11hlc \Vf\S rcc<)r<lcll ns f(>lll)\\' .. : thl>'-l"
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women currently using the methods are coded as 1 and those not currently using the method are

coded as 0 . 

3.6.2 Independent Variable

The primary choice of explanatory variables for this study was based on previous studies on 

factors influencing contraceptive prevalence rate ( S. Amin et al., 2002; Kalam and K.11an, 2002). 

It consists of socio-de1nographic and socio-economic variables. Current age (CAge)(Q I 03), 

education (Educ)(Q106), Religion (QI 11) place of residence (POR)(003 locality) and wealth 

iQdex (wealth quintile), are the explanatory v!riables that was used in tl1e course of tl1is • 

research .. 

Socio-Den1ographic va1·iables 
• 

Age: This was measu1·ed by tl1e current age of tl1e respondents as at tl1e ti1ne of survey and was 

Recoded into 15-19,20-24, 25-29, 30-39, 40-49 and 50-64 

Socio-economic variables 

Education: This vvas grouped into No Fonnal Education, Quranic only, Primary, Secondary and 

Higher education categories. 

Religion: The religions of the respondents were recoded into Islam, Non Catholic Christian, 

Catholic, Traditional, No religion and others. 

\Vealth Index: The wealth index was grouped into Poorest, Poorer, Average, Wealthier and 

Wealthiest. 

Cluster level variable 

The cluster level variable in this study is place of residence (POR) in which people are clustered
I 

based on their community in either urban or rural area in the country, for the purpose of this 

studv I assumed that it is fixed . 

Zonal le"\'CI variable 

Toe vanable used is geo-political zone which is divided into six include; North Central, Nortl1 

East. North West. South East , South South and South west.

This stud)' used multilevel analysis in which current age, education, religion and the ,,,ealth

index measured on individuals were level one variables, cluster(community) and place of

residence �'ere }eve) two variables and geopolitical zone was level three vanal)lc .

• 
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3.7 Methods 

In this research work, the 1nethods for estimating multilevel binary logistic models are based on

likelihood. In statistics, likelihood function is a function of parameters of a statistical model. The

likelihood is a set of parameter value 0 given outco1ne "Y is equal to the probability of those

observed outcome given tl1ose parameter values, that is 1(0 1 y) = p(yl 0). Likelihood play an

important role in the method of parameter esti1nation ru1d it is synonymous with probability.

Likelihood is used whe11 describing tl1e function of paratneter given an outcome. 

An1ong the likelil1ood 1nethods, Marginal Quasi Likelil1ood (MQL) (Goldstein, 1991; Goldstein 

and Ras'bash, 1996) and Pe11alized Quasi Likelil1ood (PQL) ( Breslow and Clayton, 1993, Daniel 

and sonya 2011) are the two most used a1Jproximatio11 procedures. In this study, penalized quasi 

likelihood was considered as tl1e quasi likelihood. After applyi11g this quasi likelihood methods, 

tl1e 1nodel is tl1en estimated using ite1·ative generalized least squares (IGLS) 

(Goldsteit1, 2003), wl1ich is full maxi111un1 likelil1ood esti1nation procedure (that is, Adaptive 

Gaussians Quadrature and Laplacian approxi111atio11 ) to esti1nate tl1e 1·andom intercept and fixed 

effect model. 
•

The multilevel process was step,vise. 

• 

Steps 

In this research work, the following steps will be considered in other to achieve the objectives 

stated in chapter one, the steps are to: 

1. Fit a simple model with no pedictors i.e an intercept-only model that predicts the

probability of contraceptive use. The functional form of the model lS

/3 0 • == /3 o o o + ii o j k + r o o k 
The estimates of parameters and standard 

e11ors will be determined. Using PQL and ML(AGQ and NAGQ) 

2 Presents a random intercept and a fixed slope for the variable by using multilevel univariate 

analysts. 

3. Assess all s1gruficant factors found in previous univariate analysis that affect contra capt1, e

use. 

4. fit random effects univar1ate model for the covariate that is sig11ifica11t.

5. Compare the three methods of parameter estimation by checking \\1itl1 tl1c .. tnnllc�t ,tandutd
t 

error. 
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This allows the effect of the I exp anatory vanable to vary from zone to zone and from cluster to 
cluster. Also 1his analysis allows the examination of both between group and within group
variability as well as how group level and individual level variables are related to variability at
both levels and also the perfonnance of likelihood estimation method was examined.

3.8 The Multilevel Linear Model

Multilevel linear model which focus on a few specific multilevel model tl1at statisticia11 are likely
to estimate. For description of general form of ·multilevel linear model. I first consider a simple
two- level model with a single explanatory variable.

• 

/301 =/Joo + /301 '1'11 +i1 01 

/311 = /310 + l,llj

level 1 

level 2 

W11ere Yu is tl1e outco1ne variable for the ith unit at level one and the jth unit at level two, /300 is 

the intercept, y-r
1
,1 is the explanato1·y variable in level one while /310 is its effect and w11 is the 

explanatory variable in level two while /3
01 

is its effect, Uoj and u1
1 

a1·e random effect accounting 

for the random variation at level two, and eij is tl1e level 011e random effect. The paramete1· for 

the random effects are E[UOj] =E[eij]=O, var(u
0j

)=o- 2 ,var(e
ij
.)=o-:,cov(u

01
, e

1J
)=Oforj;t:i.The 

\Vithin cluster or intraclass correlation after controlling for the explanatory variable can be 

obtained from P = ( c,; : c,;) . Equation (1) can also be considered as a random effect model for

panel data. \Ve next extend the simple two level model to a three- level model with random 

coefficients. 

\1,here - lt' and r _  are third second and first level explanatory variable respect1vcl)1 and 4))
1
•

'l 
..,;_ • 1,, �,y> 

fJ and /Ji, are those levels fixed effect, /JfffJ ts the intercept. r001. a11d z,01" arc tl1l: rt1ndt)n1

intercept for Jc\ el three and level two, rcspcct1vcly, and z,, ,1c is ,,,4 's rand()t11 cff cct at le, cl t,, l)
,

• 
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Other parameter of the model include E[vok] =E[Uojk] = E[eoijk] = o, var('Z"ook
) = a-;

0
, var(Uojk) =

a�o , var(Utjk) = a,;1 , var ( eoijk) = a-;
0

, and cov (Uojk, UJjk )  = �
01

. The model assumes that the

random effect across different level and the random effects across different cluster 

in the same level are uncorrelated by adding more observed variable to equation (2) 1nore

complex model will be constructed which will allow cross-level interaction. 

3.9 Multilevel Modeling for Binary Data

By conside1ing two level model for binary outcome with a single explanatory variable. 

Intuitively, this 1nodel is equivalent to model (1) except for the outcome variable. Since NARHS 

dt1ta consisting of individual, (level one) grouped into clusters (level two). Then Yij is a binary 

response for \Vomen i using 1nodern contraceptive i11 cluster j and Xij is an explanatory variable at 

individual level. 

The probability of usi11g modern contraceptive is eqt1al to one that is PiJ = pr(Yij= 1) while 

probability of not using equal to zero[pij = p,·(yiJ=O)] and let Pij be modeled using a lo git link 

function. The standard assu1nption is tl1at Yi
J 

l1as a Bernoulli distribution. Then the two- level 

model can be written as 

1 n [ p 11

] = f3 0 0 + f3 0 1 .-v 1 1 + f3 1 0 x 1 ,
1 + it 1 1 

x 1 ,1 + u O 1 
( c o m b i n e m o d e I )

1 - p 1)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ( 3 )
• 

Where i,01 and i�1 are the random effect at level two. Without random effect, equation(3) would 

be a standard logistic regression model. In the case of multilevel u01 and u11 are assumed to be 
' 

mdependent, uJ is also assumed to be normally distributed with mean O and variance a;;, model 

(3) is often described alternatively in the literature on multilevel by the next equation.

\\'here, 

fit,, /Jc11 + /Jo, W11 + ll J

/JI = /J1(1

(level 1 model) 

(level 2 tnoclel) 

Relative to equation (4) and (5) equation (3) is called combine 111o(lcl.
23 
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The multilevel model for bin t · ary ou come can also be denved through a latent vanable concept. 
We assume that there exist a latent continuous variable y; underline Yij . by observing only the

binary response variable Yij directly, but not y: However y• > O if y·· = I and y· < 0 if YiJ. = 1. A
IJ • ' If IJ If -

multilevel model for y; equivalent to (3) can be written as

' • 
t:l Y;1 = 1-'oo + /301 w1j + /310X,IJ + it11x1/J + i,01 + eiJ

(6) 

Condition on the random effect Uj'S at level two, either a logit n1ultilevel model sucl1 as (3 ) or a
probit 1nultilevel model can be derived frotn equation (6) depending on whetl1er eij i11 (6) is
assu1ned to be standai·d logistic distribution or normal distribution. Tl1is concept illustrate the
close connection between tl1e multilevel models for li11ear data and tl1ose for binary data. The 
result of the connections will be used to calculate the intra-cluster correlation for binary d�ta. 

By �sumi11g Uj, the conditional density function for cluster j for model (3) was identical to that of 

the logistic regression . 

. f(y1 \x1 ,u1) = TI exp[(/Joo + /Joi wlj + /J10X1if +u1 )]
i= l 1 + exp(Poo + /Joi '1Vij + /J10X1,1 + z., i) 

(7) 

Where Yj and x
1
!i, respectively denote the responses and the explanatory variable in cluster j. The 

standard for estitnating the model parameter is to assume that Uj
, is normally distributed and to 

integrate out the unobserved random effect Uj. 

f(y, \x1) = J f(y1 \x
1
,z,

1
)g(u

1
)dz,

1
, (8) 

\\there g(.) represents the norrnal density function. The unconditional density J(y, \x
1
) does not 

ha\'e a closed expression, therefore, maximum likelihood estimation has to resort to 

approximation procedure such as numerical integration . 

Model (3) is almost the simplest possible multilevel model for binary data. Greater challenges 

arise 10 estimation of general model with multiple rando1n effects. The next equation de cnbe a 

three _ le\-el model with a single explanatory variable that has both fixed effect and random 

effect 

Inf Pi;, 1-p�
• 

• 
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• 

3.9.1 Three- Level Model With Predictors at All Levels lvith Random Intercept And
Random Slopes. 

• 

In 
p {jk

1-p .. klJ •

Here five explanatory variables at individual level and one variable each at level two and level 

three that cont1ibute to the odd of using 1nodem contraceptive among both male and female in 

reproductive age range in Nigeria. The fixed effect will be ranclo1nized 

/Jo,k = flook + flo1k '-Vtjk + ll OJJ.. 

fl11k = fl1ok + /311k w,jJ.. + u tjk 

fl21k = fl2ok + /J2 lk 1'Vljk + ll2jk . .  

/3Jil =Pio,+ Pi11 wlik + 11Jik 

•• •• • •• • •• • •• • •• • ••• •• • •• .. · • •· · •• •• .. •• • •• ••• ••• • ... · (n)

/J4JJ.. = /J40J.. + /34 lk '\l\lljk + LI 4Jk 

flsJJ.. = f3sok + fls1k 'lit'tjk + 11s1J.. • 

By substituting equation (ii) in (i) I have level two multilevel logistic 1nodel , which consist of 

indi,ridual level effect, cross level effect and the random effect at level two. 

1-Pgk

4.�k + 4�k1tk -ti�11.�k +lt.:x�k +.411<-\-k v\'ik �1<\rk + Mk +1-51"'-"'-·k 1tk +i1s11-.�k ... (iii) 

t 

(Level Two) 

The abo, e fixed effect at level two will generate another rando1n 1nodel by considenng \e,1el 

three variable (Regions) 

• 

26 

, 

• 

Q 

•

• 

UNIV
ERSITY O

F IB
ADAN LI

BRARY

AFRICAN DIGITAL HEALTH REPOSITORY PROJECT



t 

• 

/Joo1c = Pooo + f3001Z1k + 'ook

/Jo11c = /Jo10 + /Jo11Z1k +,Olk 

/J11k = /3110 + P111211r. +,llk 

/J2of = /3200 + /320121k + '20k 

/J21k = /3210 + /321 I Z1Jc + '2 Jk 

/J3ok = /J300 + /J30121k + '30k 

/J31k = /3310 + /J311Ztk + '3tk 

/J4ok = /J4-00 + /J4012tk + '40k 

/J41k = /3410 + /J41121k + T41k 

/Jsok = f3soo + f3so1 ztk + T sok 

/Js1k = f3s10 + f3s11Z1k + 'stk 

----------------------------------------------------------- IV (. ) 

• 

By substituting (iv) in (iii) we l1ave combined 1nultilevel logistic 1·egression 

In 
PiJk 

1 - Pijk

(/3100 + f3101 Z11,. + 'tOA ) .. x-11}.t + (/3110 + f311121k + '11k)X11Jk\Vl 1k + 

ll l ;kxl ,jk + (/3200 + f3201Z11,;. + '201.: ) .. Y2(/k + (/3210 + f3211Z1k + '21k )x2i;k '\,Vl;k + 

i,?. 11.:·x21Jk + (/3300 + /3301Z11;; + '301.: ).,-r3Uk + (/3310 + /3311 Z1k + 'J1k )xJIJk W11k + 

1131l. .. �J,1l. +{/3400 + /3401 Z1A +r4ok )x41Jk +(/34 10 + /J411Z1k +r4tk)x4 i/.l. wl;k + 

11 4 1l. .. �-t1;k + (/3500 + f3so1 Z1k. + 'sok )x
suk + (/Js,o + /Js11Z1k + 's1k )xs,;k wtJk + us;k xs,;k

• 

where� 

• 

• 
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• 

P1J1c 
= Odd of using mode,-·n contracentive1-: Pijk r 

X,
ij1c

= C·urrentAge, 

x,_
iJk

= wealthindex 

>;ii1c 
= Edi,cation attainment,

x4ljk = Re ligi,011.

x51Jk
= POR 

w
11

k = cluster(level 2)

:i1k = 
zo11e(level3) 

/3 's = Fixed effect paramete,·s 

• 

z1 's = Ra11do111 effect pa,--amete,· of the cluste1· at level t.,i,o 
-r's = Ra11dom effect pa,,.an1ete,,. of region at /e,,el three 

• 

Equation (v) above is the tl1ree levels five l)redictors logistic regression with fixed effect, rando1n 
intercept and random slope. 

3.9.2 Model for Three Levels Five Predictors Logistic Regression With Random Intercept 

and Fixed Slope 

The most basic expansion of a fixed-effects regression model to a 1nultilevel model is to allow 

the intercept ter1n to vary rru1domly over groups. This parameterization implies that the 
• 

regression slopes re1nain fixed (i.e., are invariant over groups), but the intercept tenn does not 

fixed. The Level- I model is given as 

ln = f3o1A + Pi1kxlifk + f321kx2ijk + /33;X3iJk + /34Jkx4iJk + /JsJkxSiJk
................ (vi) 

By randomizing f3ojk we have, 

/J 1, 
= f3oot + u0 ik (I evel two) ........................... - ........... - ........................ ( vii) 

/J,., = f],.1 .,.. r00A 
(level three) ............................................................ (viii)

• 

The reduced fonn 1s derived by the simple substitution of Equation (v111) into Equation (, 11 ),

which results in 

• 

. . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . .
· - · · · · · · · · · · · · · ·

· · · · ·  
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By substituting equation (ix) in (vt') the d 1 1 . mo e resu t 1n 
p ,JI:ln .1 = /Jooo + rook + Ll0 .k + /Ji x . + a x + a a a 
- Pi/k

1 tJk 1iJk JJ21k 2iJk JJ3j xJiJk + JJ4jkx4iJk + JJsJkxSIJk

.•......................... ( X) 

• 

The random intercept ( det1oted a ) · th · · · 
JJojk is us expressed as an add1t1ve funct1on of a grand mean 

( /JOCfJ) and a group-levels deviation fro1n this inean are i, . and r:01k OOk •

The random effect are assutned to be nonnally distributed that is;
Llo lk

TOOk 

-N
0 
0 

The pai·aineter of tl1e above equation (fixed effect, randon1 effect, variance of t11e random effect 
and residual variance) are si1nultaneously esti1nated t1sing iterative metl1od 
Raudenbush 1992, Kreft and deleeu\v 1998, Goldstein 2003, I-lasinur ct al 2011)

3.10 Marginal Likelihood 

(Bryk and 

In order to estimate tl1e pa1·a1neters of luerarcl1ical generalized linear model (HGLM) one usually 
n1akes use of marginal 1naxi1num likelihood estimation. In this method, the marginal likelihood 
of the observed data, obtained by integrati11g out the distribution of the rando1n effects, marginal 

• 

likelihood L(y) (conditional on the covariates). can be written as; 

N nl N nJ

L(y) = f ;r ;r f. (y,, Ill )J: (i,. )dz,.== 1r 1! J,Y 1 (y,,'I I u)f,(tt)di1 ............................ (11)
t . 1 1 �;, 11 !, J ti} j J . } '-} // II '-' ' 

j= 1= ]= ,_ 

\\'here L (y) depends on unknown parameters Yo , Y1 , Y2, Y3 , 0-0 , Oi .0"01 which are the random effect 

parameters. The likelihood ( 11 ), can thus be considered as a product of independent 
contributions from each of N clusters. In general the integral (11) has no closed form and needs 
to be e,,al uated numerically. Maximization of the likelihood proceeds then by standard methods 
such as the EM algorithm. Since the likelihood needs to be evaluated many times during the 

iterative maximization procedure, fast but reliable approxi1nations to ( 11) are needed. 

3.11 Gaussian Quadrature Methods

An alternative approach is to approximate the integral ( 11) by numencal integration and tl1cn to

maximJze the likelihood with approximate values for tl1c i11tcgrnls 

proceeds by Gauss-If crmitc quadrature formula:

2q 

• 

t1111cncnl i ntcc;rnt1on
"'" 

• 

• 

•
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a:, d 

J h(v) e-v
2 

dv = Lh(x ) w ..... 
-co q=l 

q q • • • • • • • • • • • • • •  • • • • • • • • • • • •  • • • • • • • • • • • • • • •  (12) 

where h is a smooth function H ,. · ere Xj, .... ,xd are the quadrature points, and Wi,····, wd are the
associated weights summing t Th 0 one. e larger d (the number of quadrature points), the better 
the approximation in (12). For a given d, quadrature points and weights are tabulated. Note that,
since the distribution of the r d cc · · · · an om e11ects 1s supposed to be nonnal, the mtegrals appeanng 111 
(11) are of the above fonn. Tl1e estimator obtained by maximizing the likelil1ood approxi1nated
in this way is called tl1e No11 adaptive Gaussian quadrature (NAGQ) estimator. Gauss-Her1nitian
quadrature can be poor for functions that are not properly centered or no11-smooth (McCulloch
and Searle, 2001 ). A likely reason for tl1is is that in tl1cse conditions, the cluster-specific
integrands l1ave very sharp peaks tl1a.t 1nay be located between adjacent quadrature· points
(Lesaffre and Spiessens, 2001 ). The perfor111ance of Gaussian quad·rature can be improved by
i11tegration 1nethods that a1·e called adaptive in tl1e sense tl1at tl1ey take into account the properties
of the integrand. Such 111ethods scale and trru1slate the quadrature locations to place tl1e1n under

the peak of the integrand. In this way, tl1e position of the quadrature points may vary from cluster

to cluster. For more detail, we refer to (Pinheiro and Bates 1995) wl10 developed such an

improvement over non adaptive Gaussian quadrature in the context of two-level random

coefficient models. Since the quadrature points need to be scaled and translated, computing the

approximations of the integral will be more time consuming for a fixed value. But, since the

quadrature points will now be placed much more central in the region of interest, the

approximation will be much more accurate, allowing for a smaller number of quadrature points.

The resulting estimator will be called the Adaptive Gaussian quadrature estimator (AGQ).

Details of the quasi likelihood methods are given below.
• 

3.12 Relationship between Marginal and Penalized Quasi-Likelihood (MQL and PQL)

Maximum likelihood (ML) and Restricted Maximum Likelihood (REML) are relevant to linear

multilevel models with Gaussian outcomes; different likelihood based methods are needed ,vith

models for dichotomous outcomes, such as (9). Following Goldstein ( 1995), in the simpler case

of a t°v.'o-)e\.el structure a reasonab]y general multilevel model for the bi11ary outcon1c yiJ ha the

fo1n1 (yij / pij) -Bcmoull1(pij) with

Pv = / (,: f] + z:/' + z,:111 )
 ..................................... ( l l)
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• 

• 

• 

where f(l) has a nonlinear character such as looit-1== 
1 

o.. --- One approach to the fitting of (11) is 
(1 + e-1) 

through q11asi-likelil1ood meth d hi , 0 s, w ch proceed ( e.g., Breslow and Clayton 1993) by
linearizing the model via Tayl · · · · or se11es expansion; for instance, with H,as a suitably chosen value
around whicl1 to expand the TI([) expr·es · · ( 11) .c. h · · h · · · ( 1) b ' ; s1on 1n 1or t e 1Jt un1 t at 1terat1on t -l- 1nay e 
approximated by 

f ( H,) + XY (/3,+1 -/3, )f' (I-I,)+ (zt1l e
9 

+ z�2>u 
1 
)/'(H,) + ½ (ztl) elj + z�2 >u

1 
)2 /" (H,) . ...... ... .  : (12)

in tein1s of para1neter values esti1nated at iteration t. The sitnplest choice, Ht = xiJ/3, , the fixed 

part predicted value of the argu1ne11t of ·f in (5), yields tl1e marginal quasi-likelihood (MQL) 

algoritlu11. 

Tl1is can be improved upon by expanding around the entire cu1Tent predicted value for the ijth 
I\ • /\ 

unit H, = �',j fl, + z,�1) eiJ + =�.2)1, j. wl1ere eij and u 1 are the current estimated random effects; when

this is combined \Vi th an improved approximation obtained by replacing the tl1ird and forth ten11 

in (12) with 
I\ /\ 

1 
/\ /\ 

[z�1>(e!i -eiJ)+zi2>(i11 +111)]f'(H
1
)+

2
[z�.1>(e11 -eij)+z1�.

2>(z11 +lt1)]2 f"(H,) . . . . . . . . .  (13)

the result is the penalized or predictive quasi-likelihood (PQL) algorithm. The order of an MQL 

or PQL algorithm refers to how many terms are used in the Taylor expansion underlying the 

linearization; for example, equation (12) is based on expansion up to second order and leads to 

MQL2 and PQL2 estimates. Estimated asymptotic standard errors for MQL/PQL estimates 

typically derive from a version of observed Fisher inforrnation based on the quasi-likelihood 

function underlying the estimation process Breslow and Clayton (1993). 

3.13 Penalized Quasi-Likelihood

The PQL estimation procedure is describe? here for three level logistic regression model ... 

Consider a le\·el-1 outcome Yi1k taking on a value of 1 with conditional probabiltt)' /Ji/ . Then tl1c

Jog1t model or the gencral11cd linear model is,

• 

11 

• 

• 

• 
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1n 
P;ik 

I- piik

for level-I unit i nested within level-2 unit} which is also nested in level- 3 unit k. At level 1, one

can assume Y,ik conditionally distributed as Bernoulli, while the rando1n effects vector u jk lS

djstributed as N(O, a2i,) across the level-2 units. Let variance � be T throughout this PQL • 

estimation procedure. The PQL approach can be derived as a nonlinear regression model. In the

case of binary outcomes with lo git link, we start with the level-I 1nodel 

Yij = p ij + e ;_j , • • • • • • • • • • • • • • . • • . • • • • • • • • . • • • • • • • • • • • • • . • • • . • • • • • • ( 1 5) 

\Vhere E(e;j) = 0 and V a,·(eu) = pij(I - Pu ). Tllis is a nonlinear rnodel wl1ich we linearize by
1neans of the first-order Taylo1· series expansio11. At this iteratio11, we have 

• 11/Jk 

And evaluate the derivative 

dpijk 
) -- = Puk (1-p

ift = mJJk dn
iJ
k 

................................................... ( 1 7) 

At p<sl. Substituting the linear approximation for p .. k in equation (15) yields 
yk lj 

t ( ) (s) (s)) · · 
( 18) )) = p s + m (n .. - n k + e1J . . ...................... . 

ijk ijk ijk l)k lj • 

• 

Algebraically, rearrange this equation so that all known quantities are on the left- hand side of

the equation produces 

Y - (s) e. , J.. P ijk (s) vk ( 19) 
IJ (s} 

+ n
ijk == n,1k +

(1
)�s) 

•••• ' ' •• ' • ' •.••••.•.••• 

(1
)
ljk ljk 

• 

· · h th &:01r1 of the familiar three- level hierarchical linear model
This equation as e 11 1 

v(s) - xr r+zr 
ll +&,k ..................... (20)

l ljk - ijJc ,;k j '1 

. · h c. d updating scheme. This is kno,vn as penalized quasi- likelihood (
Which gives a stra1g t1orwar 

st d 2ru1 dered derivatives) with a penalty ter111 on tl1c randotn effect. Here \
1n,,01,,ing only 1 an or 

t 
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e .. k£. k == I] - N(O T)I] mi1

' · · ·  · · · · ·  · · ·  · · · · · · · · · ·  ........ (21) 

The estimate of n;j1 can be written as below

11 = y<s)XT 
+ T (s)

If• ijk z{JkuJ +v0k • • • • • • • • • • • • • • • • . . • . • • • • • • • . . •  (22) 

3.14 Performance Measures

• 

I examined botl1 tl1e bias and ffi · . . . . 
. e 1c1ency of the estimates. Bias md1cates whether a parameter 

tends to be ove1·- or underestimat d d · · e , an IS con1puted as the difference between the mean of the 
estimates (across sa1nples) and the true value, or

B=E 0, -0 
• 

wl1ere 0 is tl1e parameter of interest, 0, is the estitnate o·f 0 for replication ,·, and E(0r) is the

111ean estimate across replications. A good esti1nator should have bias values near zero, 

indicating tl1at tl1e sample estimates average out to equal tl1e population value. Bias of 5-10% is 

often considered tolerable ( Kapla11, 1989). Tl1e accuracy of the parameter estimates is also 

quantified by percentage 1·elative bias for parameter ( 0) =

I\ 

0-0
r 

0 
* 100. (Maas and Hox 2005)

Likewise, to evaluate efficiency, one can examine the variance of the estimates, • 

• 

A good estimator \Vill have less variance than other estimators, indicating more precision and, 

t)rp1cally, higher power for i·nferential tests. Bias and variance should be considered

simultaneously when judging an estimatoi:. For instance, an unbiased estimator with high

,,ariance is not very useful, since the estimate obtained in any single sample is likely to be quite

far from the population value. Another estimator may be more biased, but have low variance, so

t9at any given estimate is usually not too far from the population value An index ,vh1ch

combines both bias and variance is the Mean Squared Error (MSE), wl1ich is co111puted as the

a, erage squared d1fference between the estimate and the true parameter value across san1plc,

(Daniel and Sonya 2011 ). -2loglikelihood, Akaike's inforn1at1on criteria and Bnycs1un

infonnation criteria was also used to detect tl1e best moclcl obtained fro1n tl1c three n1ctl1o(i t)f

parameter estimation# 
• 
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3.15 Residual Intra class Correlation Coefficient
In a multilevel model the sourc f · · . . · 

In ' es o vanation could be within -group and between groups.
this study the total variation . . a· ·a . 

' in m lVl ual outcomes can be partitioned into two vanance
component: within the group ·variance (that is, variance among individual in the same cluster
group and in the same geo-political zone) and between the group variance (that is, variance
between individual in different cluster and cluster in different geo-political zone). Thus, when

individual within group are very sin1ilar to each otl1er, less information is obtained compared to
\Vl1en tl1e san1e nut11ber of individual is obtained co1npared to when the same number of
individuals is obtained in an un clustered sa1nple (that is , by si1nple random sa1nple). The
a�1ount of variation in tl1e use of 1nodem co11traceptive explained by tl1e cluster variable and geo

political zone variable is known as Intra class correlatio11 coefficient(ICC). It is a measure that 
describe the dependencies in tl1e data a11d it 111easure tl1e extent to w}1jch individuals within the 

san1e group are 1nore similar to eacl1 otl1er than tl1ey are to individual in different groups. It is a 

population estimate of tl1e variance explained by tl1e grouping structure, which is equal to the 

estimated proportion of gi·oup level variance co111pared to tl1e estimated total variance. For binary 

responses, tl1e ICC is often expressed in term of the correlation between tl1e latent responses. The 

logistic distributio11 for the level one residual eu implies a variance of IT2 /3=3 .29. This implies 

that for tlu·ee level logistic random intercept n1odel 

• 

\Vhere 0'2 is the level three constant variancerO 
? 

• 

O"- is the level two constant vanance uO 
• 2 2 . 0-110 + 0-ro ICC for level t\vo 1s P = 

2 2 + TI2 /
0-ro + O'"uo 13 

3.16 Akai.ke's Information Criteria(AIC) and Bayesian Inform�tion Criteria(BIC)
_ 

AIC and BIC are both penalized-likelihood criteria. They are somet1mes used for choosing best

· · n and often used for comparing non nested models, wl1ich o.rdinaf)
predictor subsets 1n regressio 

. . d The AIC or BIC for a model is usually \Vritten in the fom1 [-21ogl +
stat1st1cal tests cannot o. 

. 1 k 1 ·h d function p is the number of para1neters 111 tl1c 111oclcl, a11d A 1 .. 2 tor
kp],_\\'hcrcl1s thc 1 et 00 

BIC AJC ·5 an estimate of a constant plt1s tl1c rclalt\'C llt$tnncc l1rt\,·ccn tl1c
AIC and log(n) for 1 

. h d f t · on Of t11c data and tl1c fi ttcd It kcl 1 l1ood f t1nct 10n of the 1nL1(lrl .... o
unknown true l1kcl1 oo unc 1 
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• 

that a lower AIC means a model · ·d · is cons1 ered to be closer to the truth. BIC is an estimate of a

function of the posterior probabil ·ty f d · · · 1 0 a mo el being true, under a certa1n Bayesian setup, so that

a lower BIC means that a model · ·d · . · k18 cons1 ered to be more likely to be the true 1nodel (John dz1a 

et al 2012).Both criteria ru·e based · · · · · E h on. vanous assumptions and asymptotic approx1mat1ons. ac , 

despite its heuristic usefulness has th .c b · · · 
d 

· · 
bl 1

·
a·ty .c 

, 
, ere1ore een cnt1c1ze as having quest1ona e va 1 1 1or 

real world data. But despite various subtle theoretical differences, tl1eir only difference in

practice is tl1e size of tl1e penalty; BIC penalizes model co1nplexity more heavily. Tl1e only way

they should disagree is wl1e·n AIC chooses a large1· model than BIC.

3.17 Data Managen1en t and Analysis

SPSS version 20 was used for data cleailing and also for fitting t11ixed effect model. wl1ich

represent penalized quasi likelil1ood metl1od w11ich is tl1e only esti1.nator currently used in SPSS 

(Da!uel and Sonya 2011) and ST AT A 12 was used for estimating single level fixed effect and 

n1ultilevel fixed and rando1n effect parameter, by using both Adaptive Gauss-Hennit quadrature 

and non Adaptive Gaussian quadrature (Laplacian approximation). 

GENLINMIXED S)'l1tax was writte11 for penalized quasi likelihood method on SPSS while 

GLLAMM was downloaded on STAT A version 12 which was used for adaptive Gaussian 

quadrature \Vith 15 integration point and XTMELOGIT is default on ST AT A software. However, 

XTMELOGIT syntax was used for Laplacian approximation which does not use any quadrature 

point (that is, integration point) . Microsoft excel 2007 was used for all mathematical 

calculation (that is, for calculating the estimates that are over estimated or underesti1nated) , stop 

\\'atch \Vas also used for obtaining the computational ti1ne for the four syntax (GENLINMIXED, 

GLLAMM, XTMELOGIT for Laplacian approximation and for adaptive Gaussian quadrature . 

• 

• 

• 

• 
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CHAPTER FOUR

�O Result 

In this chapter equation (X) in
. . 

preVIous chapter wltich is three levels five predictors logistic
regression witb random intercept and fixed slope was considered. The three multilevel 1netl1ods
of parameter estimation ap 1 · d · hi P te in t s study were (PQL NAGQ and AGQ) using
GENLINMIXED, XTMELOGIT and GLLAMM syntax and maximum likelil1ood metl1od \Vas
used for single I evel binary log· st· · · 

· · · 1 tc regression which 1s the standard logistic regression m¼thod.

4.1 Three Level Intercept Only Multilevel Logistic Model
From Table 1 below, tl1e fixed and randon1 intercept for three level in all the methods are
significant except the random effect at level tlu·ee. And the standard logistic regression which is

single level model overesti1nate the para111eter con1pare to the multilevel 1nethods and also the

randotn effect for the tl1ird level using XT.MELOGIT syntax was approxi1nately zero in the

Laplacia11 approximation (NAGQ) and ada1Jtive Gaussian quadrature 1nethods in which their 

intral class correlation (tl1at is \vitl1i11 the zone correlation ) is zero. l11is implies that using geo­

political zone or 1·egion as a level is not reliable. Table 2 shows level three model comparison 

using -2log-likelihood, Akaike's infonnation criteria and Bayesian infor111ation criteria, it was 

discovered that aino11g the intercept only model for three levels using the quasi and the full 

n1aximu1n likelihood methods with different syntax(GENLINMIXED, XTMELOGIT and 

GLLAMM) , Adaptive Gaussian quadrature using GLLAMM syntax have the smallest -

21ogL(2119 l .626) AIC (21197 .626) and BIC(2 l 222.673) and from table- I AGQ with

GLLAMM syntax have the smallest standard error for both fixed and rando1n effect except for

level three which is the regional level. \vhich implies that AGQ with GLLAMM syntax is the

best for fitting three levels 1nodel. 

4.1.1 Intra Class Correlation for Three Levels Intercept Only Model

From Table-1 below, the intra cluster correlation coefficient for multilevel 1nethods reduced

from AGQ using GLLAMM (32o/o) to PQL(l4%). in which AGQ (XTMELOGIT) ha,,c 31°1
0 of

the total vanance that ,vas explained by the variance within the cluster, \vhile AGQ(GLLAf\1i\1).

�AGQ(XTMELOGIT) and PQL has 32%, 30%and 14°/o of the total variance that \\ as

1 · ed b ce in the cluster respectively. And for the geo pol1t1cal zone ,\GQ
exp a1n y var1an 

(GLLAMJ\1 ) have 11 % of the total vanat1on that was explained by the vanancc ,,·1111111 the tllllc

while AGQ(XTMELOGll) and NAGO (X rM[· I OGlT) hn, ,ero percent of totol vnrioncc thot
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was explain by variance across the

th 
. . . 

zone and PQL has I 0% of the total variance that is explained
by e vanance within the zone.

Table3 and 4 below is for two level d 
. ran om intercept model.

• 

Ta�le 1: Three-level estimates of m . . . 
multilevel logistic model to d

" ultilevel analysis using an intercept only single level and 
pre ict modern contraceptive use

Model Sta11dard PQL NAGQ AGQ AGQ 
Effect logistic 

XTMELOGIT GLLAMM 

Fixed effect -1.95** -1.987** -2.428** -2.430** -2.425**

Intercept (0.171) (0.180) (0.046) (0.047) (0.030) 

a,;
0 
(BCV) 0.172 1.411717 1.457 1.012 

(0.245) (.100 ) (.104) (.076) 

2 

aro (BZV)
0.395 5. l 7e-07 2.12e-08 0.5458 

(0.170) (.00 l ) (0.001) (.0211) 

Intra CCC 0.147 0.300 0.307 0.321 

I11tra ZCC 0.102 1.1 Oe-7 4.47e-9 0.115 

-2logL 23418.350 152294.570 21503.090 21490 21191.626 
. 

AIC 23427.350 152300.570 21509.090 21496 21197.626 

Iteration I 3 13 I 1 3 

Computation 30sec 1min,30sec 3mins,3secs 6 Mins 3hrs,5mins 

andl6secs 

N 31235 31235 31235 31235 31235 

Note: BCV Between the Cluster Variance, BZC Between the Zone Variance, CCC Cluster 

Correlation Coefficient, ZCC Zonal correlation coefficient. The symbol ** and * indicate that

the estimate is significant at 0.01 and 0.05 respectively. Standard error in parenthesis. 

• 
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Table 2: Comparison of Different M 1 . 
Model 

u tilevel Methods using Three-Levels Intercept only

-2LOGL AIC BIC 
PQL 162294.571 162296.571 162304.920 
AGQ(XTMELOGIT) 21496 21496.133 21521.181 
AGQ(GLLAMM) 21191.626 21197.626 21222.673 
NAGQ 21503.090 2 f 509.086 21534.134 

4.2 Two Level lnte1·cept Only Multilevel Logistic Model
Here a sitnple model was fitted ·th d" · · Wt no pre 1ctors for level two (1.e. an intercept-only tnodel) 

tl1at predicts tl1e probability of d · 1no em contraceptive use. The est11nates of para1neters and 

standard etTors are p1·esented in Table 3 below. The 111axi1nu1n likelihood (ML) estimate fro1n the 

standard logistic 111odel of tl1e ratio of 111oder11 co11traceptive user to Modem contraceptive 

nonuser is e (-I .955) = 0.142, wllich is the same as the sample ratio of 3874 modern contra·ceptive

users to 28000 nonusers. It is the odds-ratio \Vhen no predictors have been considered in the 

model. In comparison, the sa1ne ratio is estimated to be e<-1 987>=0.137, 

e<-2 42 )=0.088 and e<-2·430)=0.088 from the 1nultilevel model by the PQL, NAGQ and AGQ

methods respectively. 

A crude ( each of mean and median is a measure of central tendency) comparison has been made

to understand the 1nultilevel effects. Compared to the odds-ratios obtained by all multilevel

estimation methods, the standard logistic model odds-ratio has overestimated. It is observed that

there is a significant difference between the standard logistic estimate and the multilevel logistic

estimate. Therefore, by failing to take into account the clusters (level 2), the standard logistic

model has overestimated the odds-ratio by about 2o/o [((-1.954)-(-1.987))*100/(-l .987)], 19°/o and

20010 compared to multilevel model using by the corresponding methods PQL, NAGQ and AGQ

(Table3 ). Since bJas of 5-10°/o is often considered tolerable (Kaplan, 1989) then PQL give better

estimate in tcrtJl of bias. The random quantity at cluster level is u11der esti111ated fClr PQL

compared to full likelihood method. However, the full likelihood ha\ c the �n1111lcst �tandard

error. 
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4.2.1 Convergence of the Estimati M · . on ethods m T,vo Levels

• 

In Table 3 below, Adaptive Gaussi Q d 
. 

an ua rature (AGQ) with XTMELOGIT syntax converge at

iteration eleven after six minutes f 0 computation, Adaptive Gaussian quadrature (AGQ) with
GLLAMM syntax converge at iter t· thr a ion ee after three hours, five minutes and sixteen seconds
of computation, laplaciai1 approxunation(NAGQ) with XTMELOGIT syntax converges at

iteration thirtee11 after three m · t 
· ·inu es and three seconds and also the penalized quasi

likelihood(PQL) conve1·ges after th· d ·t · · · · tr 1 erat1on where the estimate converge after one 1n1nutes
and tllirty secoods, Table 4 also sl1ows tl1at AGQ metl1od using GLLAMM a11d XTMELOGIT

have the smallest -2logL(21490.132), AIC (21496.132) and BIC(21510.83l)among the

inultilevel methods even when considering tl1e standard logistic metl1od of esti1nation. AGQ

inethod witll XTMELOGIT to all othe1· 1netl1ods is tl1e best for two level when t11e log likelihood

estimate, Akaike infon11ation c1�iteria ru1d Bayesia11 infonnatio11 c1-iteria was considered.
• 

4.2.2 Random Effect of T,vo Levels I11tcrccpt 011ly Model 
Tl1e parameters under ra11do1n effect in Table 3 was the esti111ated variances of tl1e rando111 

. 

intercepts at level 2 for fitti11g a two-level intercept-only 1nodel. To understand the randotn effect 

in this two-level intercept-only rnodel, one can in1agine a unique effect fo1· each cluster (level 2) 

in addition to the fixed intercept of -2.430 (AGQ estimate with XTMELOGIT), -2.4 25(AGQ 

esti1nate with GLLAMM), -2.428 (NAGQ estimate with XTMELOGIT) and -1.874 (PQL

estimate with GENLINMIXED) which is the average of 1nodem contraceptive use in all cluster.

The addition of the cluster specific effects makes the model 1nore accurate than the fixed
• 

intercept only model. In the random effect model, the cluster effects are assumed to be

distributed nor1nally for the purpose of estimation. In Table 3 the estimate of the random effect at

Ie,,els nvo does increase fro1n PQL to NAGQ and even to AGQ. And the standard error of the

random effect in Adaptive Gaussian quadrature using XTMELOGIT 

implies that AGQ using XTMELOGIT is more efficient.

is the smallest which

• 

4.23 The Predicted ProbabiLity of Modern Contraceptive use

\\'hen the multilevel AGQ method with XTMELOGIT syntax is applied, tl1e expected log-odd�

d
. dd f <·2 430

'-o 088 
f d t t Ve Use ls -2 430 correspon 1ng to an o s o e - . c 

o mo em con raccp 1 · , 
( 2430) - 0 919 

Thjs corresponds to a predicted probab1l1ty of 1/( 1 + e ) - . . 

F · h GLLAMM· the cxpcctecl log-odds of contraceptive use 1s -2.430.
or AGQ wit · 

This corresponds to a prcd i ctcd proba hi Ii t y of I/( I � c< ·2 430)) --0. 9 I 9
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• For NAGQ: tbe expected log-odds of contraceptive use is -2.428. This corresponds to a
predicted probability of 1/(l + e(-2·428)) =0.919.
F.o

r PQL: the expected log-odds of contraceptive use is -1.987. This also corresponds to a
predicted probability of 1/(1 + e(-t.s74

)) =0.879.

For the standard logistic model which is single level model, the predicted probability is

1/(1 + e(-l.955))=0.876. based on the estimate fo·r the predicted probability, multilevel esti1nation
n1ethods provide an estimate tl1at have higher prediction compared to that of standard }ogistic
estimation method but estimated value for PQL is very close to standa1·d logistic regression.

Table 3: T,vo-level estimates of n1ultilevel analysis usi11g an intercept only single level and
n1ultilevel logistic n1odel to predict mode1·n contraceptive 11sc

Model Effect Standard PQL NAGQ AGQ AGQ 

logistic 
• XTMELOGIT GLLAMM 

Fixed effect -1.955** -1.874** -2.428** -2.430** -2.430**

Intercept (0.017) (0.294) (.046) (0.046) (0.047) 

0-,;0 
(BCV) 0.172 1.412 1.207 1.456 

(0.245) (0.100 ) (.0.043) (0.104) 

Intra CCC 0.0497 (5o/o) 0.300 (30%) 0.268 (273/o) 0.307 (31) 

-2logL 23418.35 158912.752 21503.090 21490. 132 21490.132 

AIC 23422.35 158916.752 21507.090 21494.132 21494.132 

3 6 3 2 Iteration 1 

Computation 30sec 45seconds 54seconds 1 MINS and 3MINS 

And 16secs 24 secs • 

·umber of 31235 31235 31235 31235 31235 

observation 
1076 1076 • 1076 1076 Number of 1076 

group 

· CCC Cluster Correlation Coefficient. Tl1c syt11l)o\ **Note: BCV Between the Cluster Vanance,

. . 
gni ficant at 0.01 and 0.05 respectively.

and * indicate that the estimate is s1 
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• 

For NAGQ: the expected log-odds of contra t' cep 1ve use 1s
predicted probability of 1/(1 + e<-2-428)) =0.919.

-2.428. This corresponds to a

F
1

or PQL: the expected log-odds of contraceptive use is -1.987. This also corresponds to a
predicted probability of 1/(1 + e<-1-874)) =0.879.

For the standard logistic model which is single level 1nodel, the predicted pro·bability is

1/(1 + e<-1·955))=0.876. based on the estimate for the predicted p1·obability, multilevel estimation

methods provide an estimate that l1ave higher prediction compared to that o·f standard }ogistic

estimation 1nethod but esti1nated value fo1· PQL is very close to sta11dard logistic regression. 

Table 3: Two-level estin1ates of multilevel analysis t1sing an intcr·ccpt only single level aitd

n1ultilevel logistic model to predict moder11 co11t1·aceptive use 

Model Effect Standard PQL NAGQ AGQ AGQ 
logistic XTMELOGIT GLLAMM 

Fixed effect -1.955** -1.874** -2.428** -2.430** -2.430**
Intercept (0.017) (0.294) (.046) (0.046) (0.04 7)

1.456 ct,�
0 

(BCV) 0.172 1.412 1.207

(0.104) (0.245) (0.100 ) (.0.043)

Intra CCC 0.0497 (5o/o) 0.300 (30%) 0.268 (27o/o) 0.307 (31)

21490.132 23418.35 158912.752 21503.090 21490.132 -2logL

21494.132 23422.35 158916.752 21507.090 21494.132 AlC 

• 

6 3 2 Iteration 1 
MINS and 3MINS 45seconds 54seconds Computation 30sec 

24 secs And 16secs • 

31235 31235 31235 31235 umber of 31235 

obsen'ation 
1076 1076 1076 • 10761076 Number of 

group 

. CCC Cluster Correlation Coefficient T11c S)'111bol * * 
Note· BCV Between the Cluster Vanancc, · 

t at O o 1 and 0.05 respect 1vcly.
and * indicate that the estimate 15 Significan 

40 
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, 

• 

Table 4:Comparison of different m ltil u evel methods using hvo-leveJ intercept only model
-2LOGL AIC 

PQL 158912.752 

AGQ 21490.132 

(XTMELOGIT) 

AGQ(GLLAMM) 21490.132 

NAGQ 21503.090 

158914.752 

21494.133 

21494.133 

21507.086 

• 

4.3 Multilevel Univariate Logistic Model

BIC 

158912.752 

21510.831 

21510.831 

21523.785 

4.3.1 Comparison Behveen Single Level a11d M t1ltilcvcl Estin1atcs

• 

IQ the inultilevel univariate analysis represented in Table5,6, 7 and 8 below, each of the models

presents a randotn intercept and a fixed slope for tl1e variable. Colu1nn two of the tables are the 

effects of individual predictor (P) obtained from tl1e standard (single level) logistic regression, 

where the 3rci column of the Tables represents odds ratios c;) of the standard logistic model. In

standard logistic regression, the odds of outcome for a non reference case in a predictor variable 

divided by the odds of outcotne for a reference case for the same predictor variable does not 

depend on the level. Tl1us, although odds ratios c;) can be calculated from the effect of those 

.... 

predictors (/3). To correctly interpret the para1neter estimates related to predictors in a multilevel

model, it is more meaningful to state that the individual estimates increase or decrease the 

contribution of the explanatory variables on the outcome. Column five and six in Table 5,6, 7 and 
• 

8 presented the percentage increase or decrease of the estimate. /J coefficients was presented (for 

notational convenience, /Js for single level and /J,,, for multi-level; in Table-5, 6, 7 and 8) for the 

four type of models. 

It \\'as obsen'ed that there exist significant differences between the /3 coefficients (that is, /}f for

single level and /Jm for multi-level) of these four models for each of the explanatory variables.

Also the fJ coefficients of primary predictors (that is, reproductive age group) in tl1c standard

(single ]C\'eJ) Jogjstic model have beer1 underestimated in co1npanson \Vith tl1e multtle, cl 111odcl"

h
.
1 r. th n·atc some were either overc�ti111atcd or underc"t1111atcd. 11,e cti ffcrcntc

\\' 1 e 1or o er co\a • 

b 11 ffj · t. ,5t 1·matcd of the mu)t1lcvcl 1nodcls ancl sta11dor(l n1oclel ur1�c� h(.;cal1 c l1t
�

Cf\\'CCn coc JCtCn s C 

th dd 
. 

f h dom effects whicJ1 is tl1e clu�tcr level cf feet ir1 tl1c r11ult1lt·, cl, tl11, 1n1pltl'"
e a 1t1on o t c ran 
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• 

• 

that using single level model for d . 
mo em contraceptive use in clustered survey data is not

appropriate. It also implies that it · IS not only the fixed variables that contribute to the use of

010dem contraceptive use but the T bl 5 · · a e- ,6, 7 and 8 shows that cluster level have a s1gn1ficant

effect on the use of modem contraception.
• 

4.3.2 Significance of the Estimates

TableS,6, 7 an<l 8 below coi11pared tl1e level at which the multilevel logistic regression and

s;andard logiStic regression were significant. Fro111 the analysis, age group of the respondent was

found significantly associated with modem contraceptive use i11 tl1e three metl1ods of 1nultilevel

binary logistic regressio11 at one percent level of significant (p-value <0.00 I) including standard

logistic regression. The wealth index was also found to be sig11i-ficantly associated with modern

contraceptive use at one percent level of significant (p-value <0.001) in all the metl1ods, a1nong 

the education category, Qur'anic only was not significant while otl1ers were significant at one
• 

percent level of sigiuficant in botl1 standard and n1ultilevel logistic regression (p-value <0.001 ), 

in religion categories, traditional religio11 whicl1 ,vas significant at one percent level of significant 
. 

(That is. p-value <0.00 l) , it is significant at five percent level of significant (that is, p-value 

<0.05) in penalized quasi likelihood(PQL) and not significant in all the full likelihood methods. 

For place of residence (POR), the significant occur at one percent level of significant in standard 
• 

logistic regression method and it was significant at five percent level of significant in all the 

multilevel logistic regression 1nethods. 

Tiable-5,6,7 and 8 also show that the -2log likelihood and Akaike 's information criteria estimate 

for multilevel model is less than that of the standard logistic regression which even shows that 

the model obtain with the multilevel is better than model of standard logistic regression though 

multilevel methods have a longer computational time than standard logistic regression . 

• 
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• 

; 

Table 5:T,vo-level estimates of u · . 
Predicting the probability of con ru

tr

vana�e single-level and multilevel logistic modelaceptive use ' "th pQL method. VI randon1 mtercept and fixed effect using 

Constant 
Age 

20-24 
25-29 
30-39 
40-49 
50-64 
Wealth Index 
Poorer 
Average 
Wealthier 
Wealthiest 
Edu.cation 
Quranic only 
Primary 
Secondary 
Higher Education 
Religion 
Non catholic Xtian 
Catholic 
Traditional 
No Religion 
Others 
POR 

• 

2 • 1tf' rr 1 n 1 , ., , nt

Intral CCC 
-2log1
AIC
Iteration
Comoutation
N 

SINGLE LEVEL

" 

/Js 

-4.789 (0.107)**

1.095(0.075)** 
1.372(0.074)** 
1.249(0.071 )** 
1.063 (0.077)** 
0.5788 (0.010)** 

0.408(0.076)** 
0.581 (0.074)** 
0.629(0.077)** 
0.682(0.081 )** 

-0.204(0.155)
0.945(0.080)**
1.241 (0.076)**
1.507(0.083)**

0.655(0.047)** 
0. 708(0.060)** 
0.4 72(0.2380)* 
0.875(0.275)** 
-0.184(0.405)
-0.182(0.042)**

20760.79

20977.79

5 

I 
36 seconds 
31135 

MULTILEVEL 
" 

" 

Under 
/Jm estimated(0/o) 

0.008 -4.883(0.135)** 2
0 

• 

2.988 1.094(0.085)** 0 
3.944 1.3 72(0.084)** 0 
3.488 1.249(0.081 )** 0 
2.896 1.063(0.087)** 0 
1.784 0.579(0.150)** 0 

1.503 0.408(0.086)** 0 
·1. 789 0.584(0.085)** 0 
l .876 0.634(0.097)** 1 
1.977 0.688(0.091 )* * 0 

0.815 -0.205(0.175) 0 
2.572 0.945(0.090)** 0 
3.460 1.242(0.086)** 1 

4.514 1.508(0.093)** l 

1.925 0.653(0.067)** 0 
2.031 0. 705(0.079)** 0 
1.603 0.4 70(0.288)* 0

,. 

2.398 0.87 5(0.295)* * 0 
0.832 - 0.185(0.455) 0 
0.834 -0.091 (1.544)* 100 

0.180(0.427) 
0.0519 
158912.752 
158914.752 
20 
39seconds 
31135 

Note: BCV Betv. een the Cluster Variance, CCC Cluster Correlation Coefficient 1 he S)111bol **

and * indicate that the estimate is 51gn1 ficant at 0.0 l and 0.05 rcspcctivcl y,
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• 

• 

' 

• 

Reference categories are: , 15- l 9
, 

for 

Education, 'Islam' for Re!i · , 
Age, 'urban' for POR, 'No formal education' for

gion, and Poorest' fo WI S r tandard errors are placed in parentheses.

Table 6:T,vo-level estimates of u · . . n1var1ate singl 1 1 . . . 
predicting the probability of cont . e- eve and n1ultilevel log1st1c model

raceptive use "th . .. 
AGQ(GLLAMM syntax) method.

WI random intercept and fIXed effect using 

• 

Single Le\'el Multilevel 

/Js 
" 

Underestim Over

/Jn, ate(%) estimate(%) 
Constant -4. 789(0.107)** 0.008 -5.094(0.130)** 6
Age 

20-24 1.095(0.075)** 2.988 1.204 (0.080)** 9 
25-29 1.3 72(0.074)** 3.944 1.5142(0.079)** 9 
30-39 1.249(0.071 )** 3.488 1.408(0.076)** 1 1 
40-49 I .063 (0.077)** 2.896 l.178(0.081)** 10 
50-64 0.5788(0.0 IO)** l. 784 0. 706(0. l 05)** 18 
Wealth Index 

Poorer 0.408(0.076)** I .503 0.409(0.084)** 0 
Average 0.581 (0.074 )** 1.789 0.614(0.087)** 5 
Wealthier 0.629(0.077)** I .876 0. 738(0.091 )** 14 
Wealthiest 0.682(0.081 )** 1.977 0.883(0.097)** 23 
Edu.cation 

Qurani c Only -0.204(0.155) 0.815 -0.108(0.161) 89 
Primary 0.945(0.080)** 2.572 0.8020(0.084)** 18 
Secondary 1.241 (0.076)** 3.460 1.139(0.080)** 9 
Higher Education 1.507(0.083)** 4.514 1.464(0.088)** 3 

. Religjon

l\J"on Catho]1c Xtian 0. 6 5 5 ( 0. 04 7) ** 1.925 0.504(0.059)** 30 

Catholic Christian 0. 708(0.060)** 2.031 0.606(0.075)** 17 
' 

T.radi tional 0.472(0.2380)* 1.603 0.407(0.257) 16 

No Religion 0.875(0.275)** 2.398 0. 972(0.293 )* * 10 
I 

Others i -0.184(0 405) 0.832 -0.279(0.425) 33 

j -0. I 82(0.042)** 0.834 -0.166(0.072)* 10 POR 
0.681 (0.056) 

i(BCV) --

IntraJcc·c 
0.177 

- -- 19900 46 
-21ogJ 20760.79 -

19944 46 
Al(' 2()977. 79 

<> 

Iteration 5 
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• 

Computation 36 seconds 3hr:23mins 
31135 31135 

Note: Note: BCV Between the Cluster Variance CCC Cluster Correlation Coefficient. The

symbol ** and * indicate that the estimate is significant at 0.01 and 0.05 respectively.

Reference categories are: '15-19' for Age, 'urban' for POR, 'No formal education' fo·r

Education, 'Islam' for Religion, and 'Poorest' for WI Standard errors are placed in parentheses.

• 

• 

• 

• 

• 

• 

• 
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' 

' 

' 

• 

Table 7:Two-level estimates of un· . . . . h . 1var1ate smgle 1 1 . 
predicting t e probability of contr . · - eve and muJtilcvel logistic model. . aceptive use with d . 
Laplac1an approximation ntethod.

ran om mtercept and fixed effect using 

Single Level 
Multilevel 

• A 

/Js Underesti Over 
lf/ /3,n mate(%) Estimate(%) 

Constant -4. 789 (0.107)** 0.008 6 Age 
20-24 1.095(0.075)** 2.988 1.202(0.079)** 9 
25-29 1.3 72(0.074)** 3.944 1.512(0.079)** 9 
30-39 1.249(0.071 )** 3.488 1.406(0.076)** • 1 I
40-49 1.063 (0.077)** 2.896 1.177(0.081 )** 10
50-64 0.5788(0.01 O)** 1.784 0. 705(0.105)** 18 • 

Wealth Index 

0.408(0.076)** Poorer 1.503 0.409(0.084)** 0 
Average 0.581 (0.074)** 1.789 0.614(0.086)** 5 
Wealthier 0.629(0.077)** 1.876 0.738(0.091)** 15 
Wealthiest 0.682(0.081 )** 1.977 0.882(0.969)** 23 
Education 
Quranic Only -0.204(0.155) 0.815 -0.108(0.161) 88 
P[imary 0. 945(0. 080)* * 2.572 0.802(0.084)** 18 
Secondary 1.241 (0.076)** 3.460 1.139(0.080)** 9 
Higher 1.507(0.083)** 4.514 1.464(0.088)** 3 
Religion 

on Catholjc 0.655(0.04 7) * * 1.925 0.307(0.039)** 133 

Catholic 0. 708(0.060)** 2.031 0.6088(0.07 4 7)* 16 

Traditional 0.4 72(0.23 80)* 1.603 0.409(0.23 7) 15 

No Religion 0.875(0.275)** 2.398 0.974(0.293)** 10 • 

Others -0.184(0.405) 0.832 -0.276(0.425) 33 
1 

Por -0.182(0.042)** 0.834 -0.166(0. 072)* 9 

I 
a

2 
I ·Bev·

0.818(0.033) 
0.199 IntralCCC 

I 199492.3 -2Iogl I 20760.79 
199506.3 

AIC 
I 

20977.79 
6 Iteration j5 - 12 Minutes 

Computation 36 Seconds -

31135 --

t 31 J 35 - - -

ote: BCV B'--t v.rccn t c 

• d h h ·t·matc is si<1n1fit.anl at 0.0 I ar1cJ 0.0'> rc�11ccti\1cl1.
an � 1nd1catc t at t c cs 1 � l:" 

46 

-

• 

• 

• 

'I 

UNIV
ERSITY O

F IB
ADAN LI

BRARY

AFRICAN DIGITAL HEALTH REPOSITORY PROJECT



I 

Reference categories are: '15-19' for Age, 'urban' for POR, 'No formal education' for

Education, 'Islam' for Religion, and 'Poorest' for WI Standard errors are placed in parentheses .

' . 

• 

• 

• 

• 

• 

.. 

• 
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• 

I 

fable 8: T,vo-Ievel estimates of un· . . h . 
. 1var1ate singl _1 1 . predicting t e probability of contrac ti 

e eve and muJtilevel logistic model 

usin° AGQ method (XTMELOGIT 
ep ve use with random intercept and fixed effects

l, syntax). 
Single Level 

Multilevel 

/Js 
I\ 

A 

lf/ Pn1 
Underesli Over 

mate(%) Estimate(%) 
-4. 789Constant 0.008 -5.094(0.130)** 6 

Age 

20-24 1 .095 2.988 1.204(0.079)** 9 
26-29 1 .372 3.944 I .5 I 4(0.079)** 9 
30-39 1.249 3.488 1.408(0.081 )** 1 I 
40-49 1.063 2.896 1.178(0.081 )** 10 
50-64 0.5788587 1.784 0. 706(0. l 05)** 18 
Wealtl1 Index

0.408 Poorer 1.503 0.409(0.084 )** 0 
A,1erage 0.581 1.789 0.614(0.087)** 5 
Wealthier 0.629 l .876 0.738(0.091)** 15 
Wealthiest 0.682 I .977 0.883(0.097)** 23 
Education 

Quranic Only -0.204 0.815 -0.108(0.161) 89 

Primary 0.945 2.572 0.802(0.084)** 18 

Secondary 1.241 3.460 1.139(0.080)** 9 

Higher 1.507 4.514 • 1.4643(0.088)** 3 

Religion 

, Non Catholic 0.655 1.925 0.504(0.059)** 30 

Catholic 0.708 2.031 0.606(0.075)** 17 

traditional 0.472 1.603 0.407(0.257) 16 

o Religion 0.875 2.398 0.972(0.293)** 10 

Others -0.184 0.832 -0.279(0.425) 34 

1 Por I -0.182 0.834 -0.166(0.425)* 10 

a
1 

I'BC\' 
0.825 

0.201 
lntralCCC 

19948.830 
-2log1 I 20760.79 

19996.830 
AlC 20977.79 

Iteration 
6 

. - 15 1ninutcs
Computation 16 seconds -

3 I 13 5 
- -31 J 35 

• 
• 

11 l �f l1c1c11t. 1·. 

Note: BCV Bct\vccn the Cluster Var1ancc CCC, Cluc;tcr C or1clat10 Ct c 

• • 
1 • , t � ·5 significr1nt at() 01 t1n<I 0.05 rc\1)cct1\cl\1

• 

and * 1nd1catc that the est1m,1 c J. • 
• 
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f 

Reference categories are: '15-19, for A ge, urban' for POR 'No formal education' for
Education, 'Islam' for Religion and 'Po , ' ore5t- for WI Standard errors are placed ii1 parentheses.

4.3.3 Model Comparison for Three Level Methods of Estimation
Table 9 below shows the effect of g 1· · eo-po itical zone on some factors that contributed to modem

contraception using the three methods (PQL, NAGQ and AGQ), I discovered that the

computational time for all the methods were longer than if I did not include the third level like

the one in table-11 below the t- d ffi · · h , ixe e ect were s1gruficant at the sa1ne en·or rate except t e 

quranic education and other types of religio11 that are not included in tl1is study, but the fixed

effect and the random intercept estimate for AGQ using XTMELOGIT was different fTom 

estimate of AGQ using GLLAMM despite tl1e fact tl1at both syntax a1·e on the same qu;drature

poi11t (that is, integration point (15)). Standa1·d en·or fo1· t11e estimate increase froin PQL to AGQ

using GLLAMM syntax. XTMELOGIT syntax for NAGQ and AGQ show that the random

intercept for geo-political zone is ze1·0 which itnplies that geo political zone can not be level

because the intra} geo-political zone correlatio11 coefficient is zero. GLLAMM syntax random

intercept esti1nate for geo-political zone is 0.002(ICC=0.0003) which is also approximately ze1·0.

There is no different between the esti1nates obtained using only cluster as level and using cluster

and zone as levels. 
• 

Also the -2logL, Akaike's information criteria (AIC) and Bayesian infunnation criteria (BIC) in

Table-IO above shows that adaptive Gaussian quadrature using GLLAMM have the smallest

estimate compared to other multilevel syntax, which implies that when three levels is involve

Adaptive Gaussian Quadrature using GLLAMM is the beSt.
.. 

• 

• 

• 
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' 

' 

' 

rrable 9:Three-Ievel estimates of . Ji 
lik lib 

un1var1ate multiJ maximum e ood (NAGQ, AGQ ,vith XT 
evel quasi likelihood (PQL) and full

n1ethods. MELOGIT and AGQ ,vith GLLAMM)

PQL 
NAGQ AGQ AGQ(GLLAMM) 

Constant -4.844(0.189)**
(XTMELOGIT) 

-5.226( 0.117)** -5.226(0 .117)** -5.050(0.117)**
Age 

20-24 1.164(0.086)** 1.204( 0 .080)** 1 .2052( 0.080)** 1.2084(0.080)** 
25-29 1.450(0.084)** 1.517( 0.079)** 1 .518(0 .079)** 1.519(0.093)** 
30-39 1.289(0.079)** 1.412( 0.077)** 1.414(0 .077)** 1.415(0.078)** 
40-49 1.067(0.093)** 1.184( 0.084)** 1.186(0 .084)** 1.184(0.084)** 
50-64 0.589(0.121 )** 0.704( 0.105)** 0. 705(0 . I 05)** 0. 703(0.105)**
Weal th Index 

Poorer 0.396(0.087)** 0.421 (0 .084)** 0.421 (0 .084)** 0.360(0.085)** 
Average 0.556(0.087)** 0.644( 0.085)** 0.644(0 .086)** 0.538(0.087)** 
Wealthier 0.617(0.093)** 0. 786( 0.089)** 0. 786(0 .089)** 0.657(0.091 )**

Wealthiest 0.696(0.097)** 0.946( 0.093)** 0.946(0 .093)** 0.810(0.096)** 

Education 

Quranic Only -0.184(0.167) -0.117( 0.161) -0.116(0 .161) -0.073(0.163)

Primary 0.904(0.091)** 0.805( 0.084)** 0.805(0 .084)** 0. 749(0.085)**

Secondary 1.207(0.088)** 1.140( 0.081)** 1.1400(0.082) ** 1.086(0.082)** 
• 

Higher 1.475(0.096)** 1.468( .091)** 1.468(0.091 )** 1.427(0.091 )** 

Religion 

1 
�on-Catholic I 0.548(0.065)** 0.493( 0.059)** 0.491 (0.059)** 0.347(0.064)** 

' 

Catholic o. 710(0.086)**
' 

Trad1t1onal 0.340(0.260)* 

to Rel1g1on 0.631 (0.299)** 

Others - 0.353(0 438)
-

• 

0.586(0 .074)** 

0.393( 0.257)* 

0. 954( 0.293 )* *

-0.286( 0.425)

0.584(0.074)** 0.4 72(0.080)* * 

0.391 (0.257)* 0.262(0.258)* 

0.953(0 .294 )** 0. 753(0.295)**

-0.289(0 .425) -0.433(0.425)

I Por -0.522(0 086) -0.003( 0.0 l 0) -0 003(0 0 I 0 -0.041(0.010)
-

O 673( 0.055)-
0. l 80(0 067)a� (BC\') 

I 
I 
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2 0.055(0.066) Clro (BZV) 3. l 8e-06( .003) 2.12e-08(0.002) 0.002(0.064) 
-2Iogl 169799.647 19957.610 
A.IC 

19954.040 169791.647 
19900.460. 

20001.610 
• 

19998.040 
Iteration 20 19944.460 

6 6 
Computation 2mins 23 seconds 

6 
671nins 1 Ohrs:21 mins 3 7hr:231nins 

IntralCCC 0.067 0.183 0.172 0.172 
IntraZCC 0.016 (2%) 0 • 

0 0.00039 
N 31135 31135 3 I 135 31135 
Note: BCV Between the Cluster Vari • ance CCC Cl t c 

• I t· ffi · 
us er orrelat1on Coefficient ZCC Zonal 

co1Te a 10n coe c1ent BZC Betw h een t e Zone v 
· Tl . . . . ariance. 1c syinbol ** and * indicate t}1at the 

estimate 1s s1gruficant at 0.01 and O 05 . 
· respectively.

Reference categories are: , 15_ 19, for A e , , . 
. 

g , urban for POR, No fonnal education' for 
Education, 'Islam' fo1· Religion and , p , ' oorcst for WI Standard e1Tors are placed in parentheses. 

Table 10: Compa1·ison of different n1u1t·1 I 
and fixed effect model. 

• eve methods using three-level random intercept

• -2LOGL AIC BIC 

PQL 169799.647 169791.647 169799.991 

AGQ(XTMELOGIT) 19954.040 19998.040 20129.040 

AGQ(GLLAMM) 19900.460 19944.460 20075.460 

NAGQ 19957.610 20001.610 20132.610 

4.3.4 Convergence of the Estimation Methods ,vhen Fixed Effects for two Level Models

are included. 

When the fixed effects were included in the two level model in the Tab.Ie-11 below, there is

change in computational time, convergence rate and the estimate of the intercept. Adapti\'C

Gaussian quadrature (AGQ) with GLLAMM syntax) converge at iteration three after three

hours, t\\. enty-thrcc minutes and six seconds of co1nputation, . Adapt1\ c Ghu,"ian

quadrature(AGQ) with XT\1ELOGIT syntax converge at iteration l\\O afler thirt\ 1n1nutc, and

l\\'el ve �cconds of computation J.,apJ ac1an ap11rox I rn,1t1on(N A GQ) c..on\l crgc� nt ttcrnt 10,1 t11rct'

after t\\'eive minutes and twelve second'> and also the penah1cd q u,1,1 hkehhootl(l'Ql ) c,,11, crrc,

SJ 
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• 

• 

• 

after iteration twenty where the estim t 
. 

a e converge after thirty-nine seconds. Table-12 above also
shows that adaptive Gaussian d qua rature (AGQ) have the smallest -2logL
(19948.825)(19948.939), AIC(l9992 g 

. . · 25)�19992.939) and BIC (20176.439)(20176.553)
estimates wluch 1s approxi1nately th 

. 
e saine for both XTMELOGIT AND GLLAMM syntax

respectively among the 1nultilevel meth d 
. 

0 s even when considering the standard method of 
estimation. AGQ method to all other th d · , . 

me O s 1s the best when the log Iikelil1ood, AIC and BIC
estimate were considered. Although it has longest computational ti1ne the fixed effect and the

standard error for the AGQ with XTMELOGIT syntax and AGQ with GLLAMM syntax were

equal and XTMELOGIT have h rt · . s o er computat1onal time for the convergence rate. 

XTMELOGIT syntax is therefore preferable in two level than GLLAMM syntax.

4.3.5 Variance Component for T,vo-Level Model.

The random effect of tl1e two levels 1nodel in Table-11 below shows that tl1e variance between 

tl1e cluster in AGQ using XTMELOGIT is more than variance obtained from all the methods of 

parameter estimation,. Co1nparing variai1ce of XTMELOGlT adaptive Gaussian quadratue to 

variance of GLLAMM adaptive Gaussia11 quadratu1·e, the standard error .for XTMELOGIT is 

smaller than that of every other methods whi9h means the estimate obtained using XTMELOGIT 

syntax is better than estimate of every other methods when considering two levels binary logistic 

regression. Penalized quasi likelihood have the s1nallest random intercept with largest standard 

error and it also have the largest -2logL which 1ninimized the reliability of the method. 

4.3.6 Intra Cluster Correlation Coefficient

Among the intra cluster correlation coefficient of the three methods ( AGQ, NAGQ and PQL)

obtained from table- I I, it was discovered that adaptive Gaussian quadrature using

XTMELOGIT syntax gave the largest ICC rest1lt (ICC=0.201) which 1neans 20% of the total

· · 1 · d b th variance within the cluster. The penalized quasi likelihood tnethod
,,anance 1s exp a1ne y e 

11 · t 1 1 ter correlation coefficient(ICC=0.052) which is also mean 5°b of
generate the sma est 1n ra c us 

total \fanance is explain by the variance within the cluster .

• 

• 
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, 

I 

I 
I 

• 

Table 11 :T,vo-level estimates of un· 
lik lih 

tvanate m ltil n1aximum e ood (NAGQ, AGQ with X 
u eve) quasi likelihood (PQL) and full

methods. TMELOGIT and AGQ with GLLAMM)

PQL 
NAGQ AGQ AGQ(GLLAMM) 

Constant -4.883(0.135)**
(XTMELOGIT) 

-5 .092(0.130)** -5.094(0.130)** -5.094(0. I 30)**
Age 

20-24 1.094(0.085)** 1.2020(0.079)** 1.2036(0.079)** 1.204(0.080)** 
25-29 1.3 72(0.084)** 1.5 I 2(0.079)** 1.514(0.079)** 1.5142(0.079)** • 

30-39 1.249(0.081)** 1.406(0.076)** 1.408(0.081 )** 1 .408(0.076)** 
40-49 l .063(0.087)** 1.177(0.08 I I)** 1.178(0.081 )** 1.178(0.081)**
50-64 0.579(0.150)** 0. 705(0. l 05)** 0. 706(0.105)** 0.706(0.105)**
Weal tl1 Index

• 

Poorer 0.408(0.086)** 0.409(0.0840)** 0.409(0.084)** 0.409(0.084)** 
Average 0.584(0.085)** 0.614(0.086)** 0.614(0.087)** 0.614(0.087)** 
• 

\Vealthier 0.634(0. 097)* * 0. 738(0.091 )** 0.738(0.091 )** 0. 738(0.091 )**
Wealthiest 0.688(0.091 )** 0.882(0.969)** 0.883(0.097)** 0.883(0.097)**
Education

Quranic Only -0.205(0.175) -0.108(0.161) -0.108(0.161) -0.108(0.161)

Primary 0.945(0.090)** 0.802(0.084)** 0.802(0.084)** 0.802(0.084)** 
• 

Secondary 1.242(0.086)** 1.139(0.080)** 1.139(0.080)** 1.139(0.080)** 

Hig!ler 1.508(0.093)** 1.464(0.088)** 1.464(0.088)** 1.464(0.088)** 

Religion

Non -Catholic I 0.653(0.067)** 0.307(0.039)** 0.504(0.059)** 0.504(0.059)** 

I Catholic 0. 705(0.079)** 0.609(0.075)**
• 

0.606(0.075)** 0.606(0.075)** 
' 0.409(0.23 7) 0.407(0.257) 0.407(0.257) 

I Traditional I 0.4 70(0.288)* 
0. 972(0.293 )* * 0.972(0.293 )** ' 0. 97 4(0.293)**" 0.875(0.295)** \o Re11g1on 

I -0.276(0.425) -0.279(0.425) -0.279(0 425)
Qthers I _ o. 185(0.455) 

- -

-0. 166(0.072)* -0.166(0.072)* -o 166(0 0,2)*
Por -0091(1.544 )*

--

a' (BCV) 0.180(0.427) O 818(0 033) 0.825(0.034) 0 6 q l ( 0 0 ') {)) 

0.2()1 (>. I 77 - () J 99 
lntral CCC 0.0519 

I 
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-2Iogl 158912.752 199952.313 19948.83 19948.83 
AIC 158914.752 19996.313 19962.83 19992.825 

•

20 Iteration 3 
2 3

• 

computation 39seconds l 2 minutes and 6 30 minutes and 3hr:23mins and
• seconds 12 seco11ds 6seconds 

N 31135 31135 31135 31135 
Note: BCV Between the Cluster V anance " 

• CCC Cluster C 1 
and * indicate that the esti t . . . 

orre ation Coefficient. The symbol **

1na e 1s s1gn1fica11t at O 01 
. 

. · and 0.05 respectively 
Reference categones are: , 15_ 19, for , Age, urban' for POR 'N e: -- 1 d . , fi 
Education 'Islam' fi R r · 

, 0 ,o1ma e ucatJon or 

' or e igion, and 'Poorest' for WI Standard errors are placed in parentheses.

• • 

Table 12:Comparison of diffei·ent m lt·l 1 
effect model. 

u I eve methods using two-level random intercept and fixed

-2LOGL AIC BIC 

PQL 158912.752 158914.752 158923.101 

AGQ(XTMELOGIT) 19948.825 19992.825 20176.439 
• 

AGQ(GLLAMM) 19948.939 19992.939 20176.553 

NAGQ 19952.313 19996.313 20179.927 
• 

4.3. 7 Comparing Quasi Likelihood with Full Maximum Likelihood

Tab I e-13, 14 and 15 be! ow, show the increase and decrease in estimate of full Ii kelihood

methods compared to quasi likelihood method, penalized quasi likelihood method under

estimate the primary predictor while other covariance effect were either under estimated or over

e�timated. The deviance between quasi and full likelihood methods are much in qur'anic

education and the random effect , Traditional religion was significant at five percent level of

significant in penalized quasi likelihood method and it was not significant in the quadrature

methods that is, full maximum likelihood methods, also penalized quasi likelihood ( PQL)

method ha\ e the largest log likelihood estimate which implies that it is not the best 1nethod of

parameter estimation for multilevel binary logistic regression though it converges earhci than

every other methods. Ba�e on the standard error of the esl!mate, 1t was; discovered that pcnahtcd

quasi hkehhood have the largest �tandarcl error co111pared to the rull 1nax1nn11n hhl'11hoi1d thl\
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• 

, 

iinplies that the full likelihood meth d o s were more , .

was· considered in this study.
precised compare to the quasi likelihood that 

Table 13: Two-level estimates of . . lik lib 
uruvar1ate ID ltil 

maximum e ood (NAGQ with XTME 
u evel quasi lilcelihood (PQL) and full

LOGIT) methods .
• 

PQL XTMELOGIT 

(NAGQ) 

/Jn, 

" 

/Jn, 

Under Overesti 

estimated(%) 1nated(%) 
Constant -4.883(0.135)** -5.092(0.130)** 4
Age 

20-24 1.094(0.085)** 1.202(0.079)** 10 

25-29 1.3 72(0.084)** I .512(0.079)** 10 

30-39 1.249(0.081 )** 1.406(0.076)** 13 

40-49 1.063(0.087)** 1.177(0.081)** 1 1 

50-64 0.579(0.150)** 0. 705(0.105)** 22 

Wealth Index 

Poorer 0.408(0.086)** 0.409(0.084)** 0 

Average 0.584(0.085)** 0.614(0.086)** 5 

Wealthier 0.634(0.097)** 0. 738(0.091 )** 16 

• 

, \Vealthiest 0.688(0.091 )** 0.882(0.969)** 28 

' 

Education 

1 Quraruc only -0.205(0.175) -0.108(0.161) 47 

I Primary 0.945(0.090)** 0.802(0.084)** 15 

' 
' 1 .242(0.086)** I .139(0.080)** 8 
Secondaf) 

1.464(0.088)** 3 r 1 .508(0.093 )** Higher 

RELIGJO"'. I - I 0.101(0.019)** .53 
ron catholic O 651(0 067)**

I 

--- 10 609(0 075)** 14 

0. 705(0 079)**Catholic I 
• 
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' 

' 

• 

, Traditional 0.470(0.288)* 0.409(0.237) 13 

No Religion 0.875(0.295)** 0.974(0.293)** 
I, 11 

others - 0.185(0.455) -0.276(0.425) 49 

pOR -0.091 (1.544)* -0.166(0.072)* 83 

(J�(BCV) 0.180(0.427) 0.818(0.033) 355 

Intral CCC 0.0519 0.199 

-2logl 158912.752 19952.313 

AIC 158914.752 19996.313 
• 

Iteration 20 3 
•

Computation 39seconds 12 minutes and 6 

seconds 

N 31135 31135 

Note: BCV Between The Cluster Variance, CCC Class Con·elation Coefficient. The symbol 
C. 

**and *indicate that the esti1nate is significant at 0.01 and 0.05 respectively. 

Refere11ce categories are: '15-19' for Age, 'urban' for POR, 'No formal education' for 

Education, 'Islam' for Religion, and 'Poorest·' for WI. Standard errors are placed in parentheses 

• 

• 

• 

• 
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• 

• 

fable 14:T,vo-level estimates of un· 
lik lih 

tvar1ate multil Jtlaximum e ood ( AGQ with XTMEL 
evel quasi likelihood (PQL) and full

OGIT) methods .
• 

PQL 
XTMELOGIT 
(AGQ)

t " 

{Jm 

" 

/3n, 

Under Over 
estimated(%) estimated(%) Constant -4.883(0.135)** -5.094(0.130)** 4 

Age 

20-24 1.094(0.085)** 1.204(0.079)** 9 

25-29 1.372(0.084)** 1.514(0.079)** 9 

30-39 1.249(0.081 )** 1.408(0.081 )* * I 1 

40-49 1.063(0.087)** 1.178(0.081 )** 10 
50-64 0.579(0.150)** 0. 706(0.105)** 18 

Wealth Index 

Poorer 0.408(0.086)** 0.409(0.084)** 0 

Average 0.584(0.085)** 0.614(0.087)** 5 

Wealthier 0.634(0.097)** 0.738(0.091)** 14 
' 

Wealthiest 0.688(0.091 )** 0.883(0.097)** 22 

Education 

Quranic only -0.205(0.175) -0.108(0.161) 90 

Primary 0.945(0.090)** 0.802(0.084)** 18 

Secondary 1.242(0.086)** 1.139(0.080)** 9 
• 

Higher 1.508(0.093)** 1.464(0.088)** 3 
I 

I RELIGIO 

.. on catholic 0.653(0.067)** 0.504(0.059)** 30 

Catholic Christian o. 705(0.079)** 0.606(0.075)** 16 

I 0.4 70(0.288)* 0.407(0.257) 15 
Traditiona1 • 

I 
o. 972(0 293 )* * 10 

0.875(0.295)**�o Religion 
-0 279(0 425) 14 

- O I 85(0 455)' 

Others -

-0.091(1 544)* -0 )66(0.42�)* iJ '-l � 

POR -'-

' 
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• 

I l 

• 

cr;
0
(BCV 0.180(0.427) 0.825(0.338) 78 

Jntral CCC 0.0519 0.201 

-2Iogl 158912.752 19948.830 

AIC 158914.752 19992.830 

Iteration 20 2 

Computation 39seconds 30 minutes and 

12 seconds 
• 

N 31135 31135 

Note: BCV Between The Cluster Variance, CCC Class Co11·elation Coefficient. The symbol

**and *indicate that the estimate is significant at 0.01 and 0.05 respectively. 

·Reference categories are: '15-19' fo1· Age, 'urban' for POR, 'No fonnal education' for·

Education, 'Isla1n' for Reli, and 'Poorest' for WI. Standard errors are placed in parentheses

.. 

• 

• 
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I 

'fable 15:Two-level estimates of . 
• . lik lib 

un1var1ate multil . 

01axiJ11Um e ood (AGQ with GLL
· evel quasi likelihood (PQL) and full

methods. 

PQL GLLAMM 
(AGQ) 

" 

/J(S.E) /J(S.E) 
Under Overestirriat 

esti1nated(¾) ed(0/o)

· Constant -4.883(0.135 )** -5.094(0.130)** 4

Age 

20-24 1.094(0.085)** 1.204(0.080)** 9 

25-29 1.3 72(0.084)** r .514(0.079)** 9 

30-39 1.249(0.081 )** 1.408(0.076)** 1 1 

40-49 1.063(0.087)** 1.178(0.081 )** IO 

I 
50-64 0.579(0.150)** 0.706(0.105)** 18 

• 

Weal th Index

Poorer 0.408(0.086)** 0.409(0.084)** 0 

Average 0.584(0.085)** 0.614(0.087)** 5 

Wealthier 0.634(0.097)** 0. 738(0.091 )** 14

Wealthiest 0.688(0.091 )** 0.883(0.097)** 22 

Education

Quranic only -0.205(0.175) -0.108(0.161) 90 

Primary 0.945(0.090)** 0.802(0.084)** 18 

Secondary 1.242(0.086)** 1.139(0.080)** 9 

Higher 1.508(0.093)** 1.464(0.088)** 3 

Religion 
0.653(0.067)** 0.504(0.059)** 30 

Non catholic 
• 

o. 705(0.079)** 0.606(0.075)** 16 
I Catholic 

0.407(0.257) \5 

0.470(0.288)*
Traditional 

t 0.875(0.295)** 0.972(0.293)** 10 

o Religion --

I 
I, 

- -0.2786(0.425) 14 

_ O 185(0.455)
Others 

-

• 

I 
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I 

pOR -0.091(1.544)* -0.166(0.072)* 45 
a2 (BCV 0.180(0.427) 

• 

0.681 (0.056)110 74 

Intral CCC 0.0519 0.177 
-

-2logL 158912.752 19948.939 
AIC 158914.752 19992.939 • 

Iteration 20 

Co1nputation 39seconds 3hr:23mi11s 

N 31135 31135 
• 

• Note. BCV Between The Cluste v r anance, CCC Class Con·elatio11 Coefficient. The symbol

**and *indicate that the estimate is sigru'fi1r-ant at o 01 do 05 · 1 ,.,, . an . respect1 ve y.

Reference categories are: '15-19' for Age, 'urban' for POR, 'No for1nal education' for 

Education, 'Isla1n' for Reli, and 'Poorest' for WI. Standard errors are placed in parentheses. 

Table-16 above, shows the esti1nate fron1 the Laplacian approximatio11 (NAGQ) and the

Adaptive Gaussian Quadrature(AGQ) method are not too different , most of the two 1nethods

estimate are equal except the esti1nate in non catholic religion, Laplacian approximation (

AGQ) have the largest -21ogL (19952.313),AIC(21507.086)and BIC(2 I 523.785) which

implies that Laplacian approximation is not the best method of parameter estimation fot fitting

multilevel binary logistic regression though it converges earlier than Adaptive Gaussian

Quadrature methods . 

• 

• 
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• 

fable 16:Two-Ievel estimates of un. 
. lik lib d 

1var1ate multi] 
01aVntum e 00 (AGQ ,vith XTMELOG 

evel quasi likelihood (PQL) and full
IT) methods.

f • 

• 

• 

XTMELOGIT 

(NAGQ) 

/Jn, 

Constant -5 .092(0.130)**

Age 

20-24 1.202(0.079)** 

25-29 1.512(0.079)** 

30-39 1.406(0.076):f'* 

40-49 1.177(0.081 )** 

50-64 0. 705(0.105)**

Weal th Index 

Poorer 0.409(0.084)** 

Average 0.614(0.086)** 

Wealthier 0.738(0.091)** 

Wealthiest 0.882(0.969)** 

Education 

Quranic only -0.108(0.161)·

Primary 
0.802(0.084)**

Secondary 
1.139(0.080)**

Higher 
1.464(0.088)**

Religion 

0.307(0.039)**
l\Jon catholic 

0.609(0.075)**
Catholic 

0.409(0.23 7)
Traditional 

o. 974(0.293)**
No Rel1 1 i<)n 

l L ___ g ____ �I----- -

' 

• 

XTMELOGIT 

(AGQ) 

/Jn, 

Under Ove1·estima 

esti1nated(%) ted(%) 

-5.094(0.130)** 0

1.204(0.079)** 0 

1.514(0.079)** 0 

1.408( 0.081 )** 0 

1.178(0.081 )** 0 

0. 706(0.105)** 0

0.409(0.084 )** 0 • 

0.614(0.087)** 0 

0.738(0.091 )** 0 

0.883(0.097)** 0 

-0.108(0.161) 0 

0.802(0.084)** 0 

1 .139(0.080)** 0 

1.464(0.088)** 0 

0.504(0.059)** 39 

0.606(0.075)** 1 

0.407(0.257) 0 
• 

O 972(0.291)** 0 
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' 

• 

Others -0.276(0.425) -0.279(0.425)
POR -0.1664(0.716)*

1 

cr;
0
(BCV) 

-0.166(0.4251 )* 0
0.818(0.033) 0.825(0.338) 1 

Intral CCC 0.199 0.201 
-2logl

• 

19952 .313 19948.830 
-

AIC 19996. 313 19992.830 
Iteration 3 2 
Co1nputation 1 2  1ninutes and 30 minutes

6 seconds and 12 seconds

N 31135 3 I 135 
N ote: BCV Between The • CluSter Vanance CCC Class Correlation Coefficient. The syinbo]
** d *. d. h an in icate t at the estimate is significant at O O 1 and O 05 t· 1 • � · . . respec 1ve y. 
Reference categories a1·e: '15-19' for Ag , b , c. e, ur an 1or POR, 'No formal education' for 
Education, 'Islam' for Religion and 'Poorest' c. Wl s d d , 1or . tan ar errors are placed in 

pare11theses 

Fron1 the Figure 4 belo\v, penalized quasi likelihood was under estimated among age-group, 
• 

\Vealth index and some path of religion categories. and it was over estimated in education

category compare to full likelihood methods. Also, the quadrature pa11 are almost equal in the

primary predictor ( current age- group), while the AGQ estimate fi·om GLLAMM syntax was

equal to AGQ estimate from XTMELOGIT syntax. But from table 2 and table 6, the -21ogL,AIC

and BICestimate shows that multilevel model from AGQ method is the best (that is, intercept

model without explanatory variable in all. levels and with explanatory variables). Because

Adapti\ e Gaussian quadratui·e using XTMELOGIT syntax is the fastest and have the smallest

21ogL AIC and BIC, odd ratio and their confidence interval was reported in the table 13 belo�·

f�r \'anab1es that were considered in this analysis ·
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• 

• 

Others -0.276(0.425) -0.279(0.425)
POR -0.1664(0. 716)*

1 

a,;
0 

(BCV)
-0.166(0.4251 )* 0

0.818(0.033) 0.825(0.338) 
Intral CCC 

I 
0. 199 0.201 

-2logl
• 

19952.313 19948.830 
• 

AIC 19996.313 19992.830 
. 

Iteration 3 2 
Computation 12 minutes and 30 1n1nutes 

6 seconds and 12 seconds 
N 31135 31135 

• ote: BCV Between The N Cluster Vanance CCC Cl . . 

** *. . . 
· ass Correlation Coefficient. The symbol

. and 1nd1cate that the estimate is significant at O O I d O 05 . I • 
. an . respective y. 

Reference categories ar·e: '15-19' for Age , b , -C', PO · , ur an 1or R, No for,nal education' for 
Education, 'Islam' for Religion, and 'Poorest' for WI. Standard errors are placed in 

parentheses 

Fro1n the Figure 4 below, penalized quasi likelihood was under estimated among age-group,
.. 

\vealth index and some path of religion categories. and it was over estimated 1n education

category co1npare to full likelihood methods. Also, the quadrature part are almost equal in the

primary predictor ( current age- group), while the AGQ estimate from GLLAMM syntax was

equal to AGQ estimate from XTMELOGIT syntax. But from table 2 and table 6, the -2logL,AIC

and BICestimate shows that multilevel model from AGQ method is the best (that is, intercept

model without explanatory variable in all· levels and with explanatory variables). Because

Adaptive Gaussian quadrature using XTMELOGIT syntax is the fastest and have the smallest -

2logL AIC and BIC, odd ratio and their confidence interval was reported in the table 13 belo\v

f�r \ariables that were considered in this analysis·
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Figure 2: Multiple Bar Chart Show· 
contraceptive Use from Foo . 

mg the Contribution 
Maximum Likelihood 

r Different Syntax fi B 
of Factors Affecting the Modern· or 0th Quasi Likelihood and Full
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From the multilevel binary logistic regression in Table I 7 below, respondent aged between 20-

24 years are 3 times more likely to use modern contraception compared to those of age 15 - 19 

years (OR = 3.332, 95% CI :2.852 - 3 .894, P<0.00 I ),Respondent aged between 25-29 years are 5 

times more likely to use modem contraception compared to those of age 15 - 19 (OR= 4.546, 

95% CI: 3.897 -5.302, P <0.001), Respondent aged between 30 -39 years are 4 times more likely 

to use modem contraception compared to those of age 15 - 19 (OR= 4.088, 95% CI 3.524 -4.744, 

P <0.00 I).. Respondent aged between 40 -49 years are 3 times more likely to use modem 

contraception compared to those of age 15 - I 9 (OR= 3.248, 95% CI : 2. 771 -3.808, P < 0.001 ), 

Respondent aged between 50-64 years are 2 times more likely to use modem contraception 

compared to those of age 15 - J 9 (OR= 2.026, 95% CI : l .649 -2.488� P < 0.00 I). 

Respondent that were poorer are 2 times more likely to use modern contraception compare to

tho th t t (OR - I 506 95% Cl· I .277 -1. 776, P <0.00 I), Respondent that \Verese a are poores - · , · 

2 
. i

·
keJy to use modem contraception compared to those of poorestaverage are times more 1 

(OR= 1.848, 95% CI : I .560 2. I 89, p < 0.00 I), ), Respondent that were \Vcnltt1icr nre 2 timr�

. 
d traception compared to tho�c of poorest (OR 2 OC>2. 95°/o I :

more JikeJy to use mo cm con 

Rc'-pondent that were wcnltl11c'll rare 2 ttmc� more likcl)' t() ti c
1.750 - 2.502, P < 0.00 I). ., 
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Figure 2: Multiple Bar Chart Show· 
contraceptive Use from Fo . mg the Contribution 
J\'laximum Likelihood 

ur Different Syntax ti B 
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From the multilevel binary logistic regression in Table 17 below, respondent aged between 20-

24 years are 3 times more likely to use modem contraception compared to those of age 15 - 19 

years (OR= 3.332, 95% CI:2.852 - 3.894, P<0.00 l),Respondent aged between 25-29 years are 5

times more likely to use modern contraception compared to those of age 15 - 19 (OR= 4.546, 

95o/o CI: 3.897 -5.302, P <0.001), Respondent aged between 30 -39 years are 4 times more likely 

to use modern contraception compared to those of age 15 - 19 (OR= 4.088, 95% CI 3.524 -4.744, 

P <0.00 l ), Respondent aged between 40 -49 years are 3 times more likely to use modern 

contraception compared to those of age 15 - 19 (OR= 3.248, 95% CI : 2. 771 -3.808, P < 0.001 ), 

Respondent aged between 50-64 years are 2 times more likely to use modem contraception 

compared to those of age 15 - 19 (OR= 2.026, 95% CI : 1.649 -2.488, P < 0.00 I). 

Respondent that were poorer are 2 times more likely to use modem contraception compare to

th h (OR - 1 506 95% er· 1.277 -1.776, P <0.00 I). Respondent that \Vere
ose t at are poorest - · , 

. 1-k ly to use modem contraception compared to those of poore .. taverage are 2 times more I e 

(OR= I .&48, 95% Cl : 1 _560 2.189, p < 0.00 I), ), Respondent that were wealthier ore 2 time�

· ompared to those of poorest (OR 2 0()2. 95° o 1 :
more likely to use modem contraception c 

dent that were wcoltl11cst arc 2 t1111cs n1orc li�c1,, to use
1.750 - 2.502, p <' O 00 J ). Respon ' ., 
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Figure 2: Multiple Bar Chart Showi 

contraceptive Use from Fou . ng the Contributio 
]\1aximum Likelihood. 

r Different Syntax for; 
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From the multilevel binary logistic regression in Table 17 below, respondent aged between 20-

24 years are 3 times more likely to use modern contraception compared to those of age 15 - 19

years (OR= 3.332, 95% CI:2.852 - 3.894, P<0.00 !),Respondent aged between 25-29 years are 5

times more likely to use modern contraception compared to those of age 15 - 19 (OR= 4.546,

95% CI: 3.897 -5.302, P <0.001), Respondent aged between 30 -39 years are 4 times more likely

to use modern contraception compared to those of age 15 - 19 (OR= 4.088, 95% CI 3.524 -4.744,

P <0.001), Respondent aged between 40 -49 years are 3 times more likely to use modern

contraception compared to those of age 15 - 19 ( 0 R= 3 .248, 9 5% CI : 2. 771 -3. 808, P < 0. 00 l ),

Respondent aged between 50-64 years are 2 times more likely to use modem contraception

compared to those of age 15 - J 9 (OR= 2.026, 95% CI : 1.649 -2.488, P < 0.00 I). 

Respondent that were poorer are 2 times more likely to use modern contraception compare to

those that are poorest ( o R :c J.506, 95% Cl: J.2 77 -1. 77 6, P <O. 00 l ), Respondent that were

a 2 
. J"kely to use modern contraception compared to those of poorest

verage are t1 mes more 1 

(OR 1 560 2 ) 89 P < o 00 t) ) Respondent tl1at were wealthier arc 2 times

= 1.848, 95% CI : . - · , · ' ' 

. . ption compared to those of poorest (OR- 2.092. 95°/o I :

more likely to use modem contrace 

1 R dent thot were wealthiest arc 2 tin1cs ,norc likely to use

.750 - 2.502, p -< 0.00 I). espon

• 
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I 

..,,0dern contraception compared t ,� 0 those f 
) 

0 poorest (OR-
o.OOl ·

- 2·4 l 8, 95% CI : 1.999 - 2.925, p <

Am
ong the Education categories R , espondent that h 

likely to use modem contraception c 
ave prunary education are 2 times more

. ompare to those th t h 
95% CI: 1.891 - 2.630, P< 0.001) R 

a ave no fonnal education (OR =2.230 
' espondent that h 

' '

likely to use modem contraceptio 
ave secondary education are 3 times more

n compare to those th 
95o/o CI:2.670 - 3.652, p <0.00l) R 

at have no formal education,(OR =3.123, 
' espondent that H. h 

use 1nodem contraceptive compare t h 
ig er education are 4 ti1nes more likely to 

o t ose that have u � 
3.639 - 5.140, P < 0.00 I),

· no onnal education,(OR =4.324, 95% CI:

Ainong tl1e Religion categories, R espondent that were Non catl1olic Cl1ristian are 2 times more
likely to use modern contraception coin pate to those tl1at were Islamic religion (OR =1 655 
95% CI:1.474 - 1.859 p < O 001) R d 

' · '

. 
' . ' espon ent that were catholic Christ ian are 2 ti1nes more 

likely to use modem contraception compare to those tl1at were Islamic religion,(OR = 1.832, 
95%CI:l.582-2.122 P<O OOl) R d h ' · , espon ent t at have no religion are 3 times more likely to

ose . at are Islatmc rel1gion,(OR =2.644, 95% CI: 1.488use modem contraception compare to th th 
· · · 

- 4.698, P < 0.001 ),
• 

Respondent that were in rural area are 1.2 times less l ikely to use modem contraception compare

to those that were in urban area,(OR =0.847, 95% CI: 0.736 - 0.800, P <0.05),

Among the geo political zone categories, Respondent that were in North East are 2 times less

likely to use modem contraception compare to those that were in North Central, (OR =0.603,

95% CI: 0.470- 0.772, P < 0.001), Respondent that were in North west are 2 times less likely

to use modem contraception compare to those that were in North Central,(OR = 0.506, 95% CI:

0.393 - 0.651, p < 0.001), Respondent that were in South South are 1.3 times more likely to use

modem contraception compare to those that were in North Central,(OR = 1.344, 95% CJ: 1.087 -

1.662, p < 0.001), The last row gives me the random effect estimates. This represents the

estimated standard deviation in the intercept on the !ogit scale that is, the effect of the cluster on 

the f 
· the respondent. The total vanance in the use of 1nodcm

use o contraception among

d t base on their clustering ( /J=0.827, 95°/o Cl: 0 762 - O '" t)7)

contraception among the re�pon en

• 
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17· AGQ with XTMELOGIT syntax estimates of the significant factors that 
fable·bo;e to modern contraceptive use, using two-level random intercept and fixed effects
contrl 
Jt1 del. 0 

• 

ClJM C Od ds Ratio St d. Err. P> lzl [95 0;0 Conf. Interval] 

0.011) 

0.0 08 0. 001 0. 000 (0 .006 

stant , Con 

• 

e
r 

Ag 

20 -24 3 .332 0 
' .265 0 .000 ( 2.852 3.894) 

25 -29 4 .546 0 .357 0 .000 ( 3.897 5.302) 

3 0-39 4.088 0.310 0.000 (3.524 4.744) 

4 0-49 3.248 0.264 0.000 (2.771 3.808) 

• 

50-64 2.026 0.212 0.000 (1.649 2.488) 

Wealth Index 

Poorer 1.506 0.127 0.000 (1.277 1. 776)

Average 1.848 0.160 0.000 (1.560 2.189) 

Wealthier 2.092 0.191 0.000 (1.750 2.502) 

2.925) 0.000 (1.999 0.235 2.418 Wealthiest 

Education 

(0 .655 1.230) 0.502 0.144 0.898 Quranic only 
• 

(1.891 2.630) 0.000 0.188 2 230 Primary 

( 2.670 3.652) 0.000 0.249 
3.123 

'1 140) (3.619 

Secondary 

0.000 0.381 
4.324 Higher 

• 
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r 

• 

Religion 

Non catholic 1.655 0.098 
0.000 

• (1.474 1.859) 
Catholic 1.832 0.137 0.000 (1.583 2.122) 

Traditional 1.502 0.386 0.114 (0.908 2.487) 

No Religion 2.644 0.776 0.001 (1.488 4.698) 

Others 0.757 0.322 0.512 (0.329 1.741) 

POR 0.847 0.061 0.021 (0.736 0.975) 
• 

Region 

Nortl1 East 0.603 0.076 0.000 (0.470 0.772) 

North West 0.506 0.065 0.000 (0.393 0 .651) 

• 

South East 0.811 0.095 0.075 (0.644 1.021) 

South South 1.344 0.146 0.006 (1.087 1.662) 

• 

South West 1.071 0.119 0.534 (0.862 1.331) 

RANDOM EFFECT Estimate Std. Err. P>[z[ [95°/o Conf. Interval]

INTERCEPT 0. 827 0.056 (0.762 0 .897) 

• 

] cc 0.201 

Note: ICC Intra Class Correlation Coefficient. The symbol ** and* indicate that the estimate is

significant at 0.0 I and 0.05 respectively.

Reference cate gon es are: , I 5. J 9' for Age, 'Poorest' for WI, 'urban' for PO R, 'No f om1a J

education· for Education, , Jslam, for Reli, and 'North Central' for gco political zone. 
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J 

• 

Religion 
I ' 

� r..Jon catholic 1.655 0.098 0.000 
• (1.474 1.859) 

Catholic 1.832 0.137 0.000 (1.583 2.122) 
Traditional 1.502 0.386 0.114 (0.908 2.487) 
No Religion 2.644 0.776 0.001 (1.488 4.698) 

Others 0.757 0.322 0.512 (0.329 1.741) 

POR 0.847 0.061 0.021 (0.736 0.975) 
• 

Regio11 

Nortl1 East 0.603 0.076 0.000 (0.470 0.772) 

North West 0.506 0.065 0.000 (0.393 0 .651) 
• 

South East 0.811 0.095 0.075 (0.644 1.021) 

South South 1.344 0.146 0.006 (1.087 1.662) 
I 

South West 1.071 0.119 0.534 (0.862 1.331) 

RANDOM EFFEC T Estimate Std. Err. P>jzl [95% Conf. Interval] 

INTERCEPT 0. 827 0.056 (0.762 0 .897) 
• 

I cc 0.201 

�ote: ICC I ntra Class Correlation C oefficient. T he symbol** and* indicate that the estimate is

significant at 0.01 and 0.05 respectively.

Reference categones are: , I 5-19' for Age, 'Poorest' for WI, 'urban' for POR, 'No formal

education' f Or Education, , Is I am• for Rel i, and 'North Central' for geo po Ii ti cal zone 
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• 

c· ure 3: Estimated mean contribution t rig t ti . . or child bea . IJlodern con racep ve use m N tgeria. rmg age group of male and female on

• REPRODUCTIVE A GE GROUP
• 

• 
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Fioure 4: Estimated mean contribution of \Vealtl1 index on modern contraceptive use in

Nigeria 
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• Figure 4: Estimated mean cont1·ibution of ,vealtl1 index on modern co11traccptive use 1n

Nigeria 
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• re s· Estimated
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• 
le, • • 

mean contributi ons
11se in Nigeria

of education cat egor1es on modern contraceptive
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Figure 6: Estimated mean cont1·ibutions of religion on modern contraceptive use in Nigeria 
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• 

Figure 7: Estimated mean contribution of the respondent

modem contraceptive use in Nigeria.
in each geo political zone on 
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5.0 · Discussion 

The three estimation 

CHAPTER FIVE

inethods are evaluated at ti . . 
b. our perfonnance d1mens1ons· nun1erica1 

convergence, 1as, computation t· d 
· 

une an model fi tt · N 1 ing. umencal convergence is measured by 
the convergence rate. The converg ence rate was bas d h · . · e on t e 1terat1on produced by the 1nacro
GENLINMIXED, GLLAMM and XTMEL OGIT to confinn whether nun1erica1 convergence bas
been reached or not. Output from th 
. . e GENLINMIXED was obtained using penalized quasi

li)cel1hood, standard available in SPSS version 20, the GLLAMM output was obtained using
Adaptive Gaussian Quadratu hi h ak re w c m e use of fifteen quadrature point , and XTMELOGIT 
syntax allow estimation via Lapl · . . ac1an approx1mat1011(NAGQ) and adaptive Gaussian quadrature 
wl1ich is available in ST AT A · 12 · version . From all the 111ult1level ,1nalysis in chapter four, 

GLLAMM syntax for adaptive Gaussian quadrature(AGQ) l1as tl1e smallest standard error, -

2logl, AIC and BIC if three level is consider followed by XTMELOGIT for adaptive Gaussian 
quadrature. But XTMELOGIT syntax for AGQ l1as the s1nallest standard error, -2logl, AIC and 

BIC if two level is consider. 

Also, comparison between single level and multilevel models were made and it tum out that the 

effect of the primary predictor in the standard logistic regression model have been 
underestimated in comparison with multilevel models and for other covariate, some are either 

over estimated or underestimated. This implies that the difference in /J coefficients estimated 
from tl1e multilevel models and standard model arises because of the addition of the random 
effects. Therefore, using single level model to predict the future value of modem contraceptive 

use in cluster survey 1s inappropriate. This is in line with the study done by Hasinur et al 20 I 1. 

5.1 Best l\1ethod In Term Of -2LOGL, AIC and BIC

For t\».'O ]e\'el binary logistic regression done in Table -12 Adaptive Gaussian quadrature have

the "mallest -21ogL. AIC and BIC 1n which the estimate for XTMELOGIT and GLLAMM for

AGQ are equal. XT\1ELOGIT syntax have the smallest computational ti1ne and smallest

standard error for the random effect, this implies that among the three method of paran1eter

esti�ation (PQL, NAGQ and AGQ) the adaptive Gaussian quadrature 1s tl1e best for three le\ cl

binary logistic regression though 1t has a longec;t computational t1mc this i� 1n line w1tl1 tl1e stuc.i)

done by Adam C Carie 2009 AJ�o Marc Caller, ct al 2003concluc.lccl tl1at Aclnpt,, c G,1t1,�11n

d r.0nnance was the best but hi� c<111c.lu�1c)r1 \VO� hE1c;,ccl 011 �111r,JI gl'I\L·ri1tec) "-tl111plc
qua raturc per,, 

· 
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size. However, in this research work AGQ 
. 

' ts the best wh 
although AGQ is the slowest in t � f 

en we compared NAGQ with AGQ
errn o computational time whi h 

. 

conclusion based on time of . 
c d1sagree with Marc Callens 

computation. 

s.2 Best Method in Term of Bias

This study has furtl1er demonstrated th t d 
. 

e en ency for the standard logistic mode] to seriously bias

the parameter estimates of observed . 

. . 
covariates when analyzing multilevel data. However, the 

estunated bias generally differs de endi . . 

. . 
P ng on the est1mat1on procedure used for the 1nultilevel 

log1st1c model. The differences b tw e een estimates obtained using PQL and NAGQ as well as

between NAGQ and AGQ were · · 1 
. . mintrna as obtained 1n tl1e analysis. This is consistent with tl1e 

observation in Goldstein and R b h (199 
. · as as 6) and Has1nur and Ewa1i (2011) that in tl1e more

co1nmon. case where variances · I ·1 I l · · . 
tn a 1nu t1 eve og1st1c model do not exceed about 0.5, the PQL 

model can be expected to perforrn \veil ir1 tenn of bias. That is, SPSS software's PQL are likely 

to be adequate for producing nearly unbiased esti1natcs. PQL was also preferred in tenn of bias 

in the work done by Rodriguez and Goldn1an 1995 . 

5.3 Effect of Level Misspecification 

• 

By using geo political zone as level tl1ree, It was realized that the fixed effect estimate of

adaptive Gaussian quadrature usi11g XTMELOGIT and GLLAMM in STATA are different
I 

despite the fact that tl1ey are in the same integration point ( that is, fifteen integration point) But

when the level three which is geo-political zone was excluded in table 2 and table 8, the fixed

effect estimate for XTMELOGIT and GLLAMM for Adaptive Gaussian quadrature were equal

but the random effect are different. Also the -2logL, AIC and BIC were also equal. It was

discovered that the fixed effect obtained from all the methods when only the cluster was involve

1s not different from the estimate obtained when the geopolitical zone was added to the model.

The 1ntral-class correlation coefficient for the geopolitical zone was approximately zero for all

the methods which unpl1es that there is no agreement between the data obtained fro1n all tl1e

geopolitical zone and also the variation in modem contraceptive use amo11g the respondents \\ as

not explained by the geopolitical zone, which implies tl1at using geo political zone as level 15 not

reliable and also not valid

• 
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5.4 Problem Encountered with XTME 

' 

Tl1e problem encountered with XTMEL 

LOGIT Syntax
OGIT syntax du . th . . . 

sbon as it begin initial param t 1 . 

nng e analysis ts tl1at 1t crashed as 
e er se ect1on and it retu th 

feasible''. With the help f th . 

ms e following error: ''Initial value not 
o e internet, some sol t' 

fromO option to load u th . . . 

u ion were found, wl11ch advocates using the
P e model 1rut1al values Th 

1 · h' al l . . 
· e option suggested that there is need to run a

non - uerarc 1c ogistic model . th 
. 

. . 

' m O er to extract the coefficient that was not feasible, before

multilevel logistic model can be
. 

run. It was discovered tl1at if there is K level STAT A will be 

expecting K additional coefficient b . 
. 

ut apparently 1t can ha11dle tlus auto1natically. Toe only 

solution that was found was to ene t g ra e a vector 1natr1x of 1nodel dimensio11 in other to know the 

dim·ension that was needed for th d 1 . 
. e mo e , a simpler multi-level model for the initial vector 

matrix that was created was ran 'f ·t c. · , 1 t con1onn with the d11nension needed for the model then it 

generates reSult else it specify the di1nension tl1at was needed and tl1en extract the values from it. 

5.5 Conti·ibutions of Some Socio-Den1ograpl1ic and Socio Economic Facto1·s to Modern 

Contraceptive Use in Nige1·ia. 

The 2012 National AIDS and Reproductive health survey (NARHS) data was based on 

multistage stratified cluster· sampling. Tl1is study found tl1at for hierarchical structured data the 

multilevel effects are significant a11d have to be taken into consideration in logistic regression 

model, in order to avoid overesti1nation or under estimation that may occur in single level 

logistic model, one has to use the best multilevel 1nethod of estimation. From tl1e result of the 

analysis, it ,vas discovered that AGQ using XTMELOGIT syntax is the best method for fitting 

h\'O- le, el binary logistic regression model which was done in Table-17. • 

From table-17. respondents between age 25 and 29 have the higl1est rate of modem

contracepti,1e use while those respondents between 15 and 19 are the least categories that use

modern contraception 1n Nigeria. For wealth index categories, the rate at which they use

contraception are 1n levels, those in wealthiest class have the highest contribution to modem

contraceptt\ e use follo,, ed by wealthier class to the last class which is poorest
. 

Among the

education categones. those with higher education use modem contraception than any otl1er

categories, ,vhile the respondents that do not ha,,e any for1n of education l1ave lo,vcst

contribut1on to modern contraceptive use

Jn the reJigion categories. respondents ,vith no rel ig1011 1no<;t)y use 111oclcrn co11troc..c1)ttt)n ,, 111 It'

the lca!>t categories is Js)amic rel I g,on Al'>(> rcsponclcnts in urba11 nrc,1 ,11 c 111rlrc l 1 �el, t() t1,c

modem contraception compared to tl1osc in rur{1I .,rea F111cl111g" <)ht,1111('cl ,1rc ,111111 ,r tt.' tl1t· 1t·,t1lt
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of Gidado Omo lo la  2013 and also s. . 1 uru ar to findmgs of Ad b' 
that there was a significant associ ti b 

e unpe et al 2011 who concluded
a on etween locations of 'd 

use. Among the geopolitical 20 
rest ence on modern contraceptive 

ne, respondents in south south
modern contraception compare t h . . 

part of the country mostly use 
0 ot er geo pol1t1cal zo £ 11 

while the least users of d 
ne O owed by respondents in south west 

mo em contraception are those in south east
These were also shown on the ch rt . fi a in igures 4 to 7,tbat is, the log of odd of some significant
factors on 1nodern contraceptive u . N' 
. . 

se in igena. The Community factor wl1ich is the cluster was

s1gruficantly associated with the use of . modem contraception. Interventions aimed at promoting 
the use of contraception among Ni e 

. . 
g nans should not only be 1mple1nented at the individual level 

but also tailored to the coirunu111ty ( cluster) level as interventions conceived without

consideration for cluster context arc likel t 1 1
. . 

d .
 y o 1ave 1m1te impact.

5.6 Conclusion 

this project evaluated the performance of tlrree esti1nation metl1ods for 1nultilcvel binary logistic 

regression models: Penalised Quasi-Likelil1ood (PQL), Non-Adaptive Gaussian Quadrature

(NGQ) tl1at is Laplacian approxi1nation and Adaptive Gaussian Quadrature (AGQ). These

likelil1ood- based methods are frequently used in the applied multilevel-modeling literature to

estimate multilevel binary logistic regressio11. 

Large cluster scl1emes were u ed in this study. The infom1ation on perfor1nance of the est1mators

,vere under t'\VO different circumstances ( that is, when considering the intercept only 1nodel and

. 

\vhen including the explanatory variable in level one with randon1 intercept for both level two

and level three). Al o, the multilevel binary logistic regression was used to quantify the effect of

different syntax model parameters on the perfor1nance of the estimators. Bias, computing ti1ne,

be t fitted model and convergence of the estimation routine were considered as perfonnance

measures. In this study. AGQ had bette1· perfo1·1nance than PQL and NAGQ due to the smallest

-21ogL. AIC and BIC. Comparison PQL with full maximum likelihood method showed that the

b1as \\'as larger for full Iikel1hood,. However, AGQ gave the most precise estimates,. STATA

\'ersion 12 has t\.\'O syntaxes for estimation of adaptive Gaussian quadrature. These include·

XTMELOGJT and GLLAYIM, based on the result obtained for three Ic,,cl l1inar) lc)gt\t1c

regression GLLA \1M had the smallest -2JogL,A IC and BIC wl11ch implies that GLLAi\ 1 \ 1 \GQ

is the best for thrcL level model While cons1denng two level hotl1 XTMEL OGIT a11cl GI l .. \�1\t

syntaxes for AGQ arc goo,1 but in term of c<>1nputat1<)n,1I t11nc, '\ TMl� l OC,11" f<)r \(,Q \\ ,1s tl,c
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fastest. These conclusions hold for multilevel b · 1 
. . . . . inary ogist1c regression (logit link) when the

number of cluster is large.
• 

5.7 Recommendation 

·1. Fitting two levels binary logistic regression model, Adaptive Gaussian quadrature using

XTMELOGIT syntax is better than other methods of estimation, though it gives the same

result with Adaptive Gaussian quadrature using GLLAMM syntax ·but XTMELOGIT

syntax has a shorter convergence tim� than GLLAMM.

2. Adaptive Gaussian quadrature using GLLAMM syntax is robust for fitting three level

binary logistic regression model on ST AT A software .

, 3. Level specification is i1npo11ant i11 multilevel cluster survey a11alysis. Researchers should

ensure that there is dependency between the levels and it sl1ould be investigated using

rand.om effect and Intra class correlation coefficient before it is use.

' 

4. Interventions ain1ed at promoting tl1e use of contraception among Nigerians should not

only be implemented at the individual level but tailored to the community (that is,

cluster) level, as interventions conceived without consideration for cluster context are

likely to have li111ited impact.

• 

• 

• 
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AppendicesThe syntax at was used for solving ,,. . t. 1 

. . . 
iru Ia value not feasible '' problem

x1: Jogit .nQ1212 1.NEWAGEGROUP i W . . · ealthqum I.Education i.Q 111
mata=e(b) 

mat al =(a,0,0) 

i.H004 LOCATION-

xi: xtmelogit nQ1212 i.NEWAGEGROUP i.Wealthquin i.Education i.Q I JI
i.H004_LOCATION, 11 HOOB CLUSTER· . 
fro1n( a 1, copy). 

- .,covanance (independent) intpoints(l 5)variance

ST ATA XTMELOGIT syntax for three levels
xtinelogit Ql2l2n .NEWAGEGROUP i.Wealthquin i.Education i.Ql 11 i.H004_LOCATioN, II
HOOI ZONE 

SPSS Penalized Quasi Likelihood Syntax for Two Levels 

GENLINMIXED 

/DAT A_ STRUCTURE SUBJEC'"fS=CLUSTER 

/FIELDS TARGET= new_Ql212 
•

ffARGET_OPTIO S DISTRIBUTION=BrNOMIAL LINK=LOGIT 

'FIXED EFFECTS= EW AGEGROUP Wealthquin Education 
USE INTERCEPT=TRUE 

'RANDOM USE INTERCEPT=TRUE SUBJECTS=CLUSTER 

COY ARIA CE TYPE=V ARIANCE COMPONENTS - -
tBCILD OPTIO S TARGET CATEGORY ORDER=DESCENDfNG - - -
INPUTS CATEGORY ORDER=DESCENDING - -

QI 11 HOOl ZONE -

i\1AX ITERATIO S=l500 CO FIDENCE_LEVEL=95 DF_METHOD=SATTERTHWAITE. 

The "TARGET" 1s the outcome and the "INPUTS" are the predictors. The SUBJECTS variable 

1s the le\ el designation. 
ORDER=DESCE"'\J'DJNG is used to specify that the O level is used as the comparison (typically 

\\'hat is desired) for the dependent or the independent variable. If omitted, the 1 level is used as 
• 

the def au) t. 

STAT A GLLA .. \1\1 Syntax for Three Level 

xj:gllamm nQ1212 i. 1EWAGFGROl P 1 Wealthquin 1.Lducal1011 1.QJ 11, i( 11008 Cl .. l fl�R 
HOOi zo E) family (binomial) link (Jogit) nip( 15) ,1u�1pt.
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